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Abstract

Exotic options are popular financial derivatives that play essential roles in financial markets. How to price them efficiently and accurately is very important both in theory and practice. The lattice model is usually used to price them. The prices computed by the lattice converge to the theoretical value under the continuous-time model. But the lattice model may produce quite slow convergence; and when it comes to such options as barrier options, the lattice often produces wild oscillation and huge amounts of computational time are required to achieve acceptable accuracy. This paper introduces combinatorial techniques to help improve the performance in pricing a special barrier option, the ladder option. Through a computer experiment, it is proved that our
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algorithm based on combinatorics compares favorably against popular lattice methods, which take at least quadratic time.

1. Introduction

Options are financial instruments that convey the right, but not the obligation, to engage in a future transaction on some underlying security, or in a futures contract. With the rapid growth and the deregulation of financial markets, many complex options have been structured to meet specific financial goals. Although financial innovations make the market more efficient, they also give rise to new problems: How to price these options efficiently and accurately.

In 1973, Black and Scholes settled the pricing problem in a satisfying way first. They derived formulas for the vanilla option, which gives its owner the right to buy or sell stock for the exercise price and does not have other unusual features. Although an option must have a unique theoretical value, calculating that value, especially of the exotic option, may be intractable. Most options cannot be evaluated analytically and must be priced by numerical methods. Finding efficient and accurate numerical pricing methods is thus important in both theory and practice.

The lattice method is a popular numerical method for pricing options. A lattice divides a certain time interval into $n$ discrete time-steps and simulates the stock price discretely at each time-step. The most famous lattice model is a binary tree model proposed by Cox, Ross and Rubinstein, CRR model for short. To calculate the option prices, the naive lattice algorithm calculates the option price for each node of the lattice, working backward in time. The time complexity of such an algorithm is $O(n^2)$ since there are $(n + 1)(n + 2)/2$ nodes on a lattice. However, the prices of the CRR method may converge slowly or even oscillate wildly. And CRR model easily produces successive deviation when it is used to price barrier options [2]. The oscillation phenomenon for pricing options by the lattice model has been studied by many people. Boyle and Lau suggest picking proper $n$'s to reduce the oscillation for single-barrier options [2]. Alternatively, Ritchken provides a novel trinomial lattice
model for pricing both single- and double-barrier options [12]. But his approach is costly when the barrier is very close to the initial stock price. That is also called the "barrier-too-close" problem. Although the above-mentioned approaches can partially alleviate the price oscillation problem, they are not efficient as they all run in $O(n^2)$. Dai and Lyuu use linear-time pricing algorithms to price single and double-barrier options. These algorithms accelerate convergence and reduce oscillation. Moreover, the time complexity is only $O(n)$ [5, 6, 10].

This paper develops linear-time combinatorial algorithms for pricing ladder options. A ladder option is an option that locks in gains once predetermined price levels are reached by the underlying security. The pricing of the ladder option is similar to the pricing of the look back option, while the analytical solution is more complex. And it is quite difficult to price the ladder option by means of the standard CRR model [13]. Monte Carlo simulation is also suggested to price the ladder option, but it produces very wild oscillation. In order to achieve proper accuracy, a rather large $n$ is required. Besides, the time complexity of pricing a ladder option with $m$ rungs comes to $O(nm^2)$, which is a huge calculating. This paper develops a linear-time combinatorial algorithm for pricing ladder options. The payoff of a ladder option depends on numbers of paths getting round of "rungs". Thus a way is needed to efficiently count the number of those special paths. The result of the combinatorial algorithm reflects that the algorithm can produce quick convergence, and it runs in $O(mn)$. Which is proved a efficient algorithm.

Our paper is organized as follows. Background knowledge, like the assumption of the stock price process, the definitions of the options mentioned in this paper, the method to price an option under the risk-neutral probability, and the required combinatorial techniques, are introduced in Section 2. A linear-time algorithm for pricing ladder options is derived in Section 3. In Section 4, numerical results of computer simulation and the time complexity of the algorithm are given. Section 5 concludes the paper. Underlying assets concerned in our paper is stocks without dividends.
2. Financial Background

2.1. Stock price process

Let $S_T$ denote the stock price at time $T$. $S_T$ follows the log-normal diffusion process:

$$\ln S_T \sim \Phi[\ln S + (\mu - \sigma^2/2)T, \sigma \sqrt{T}],$$

where $\mu$ denotes the expected return rate of the stock, and $\sigma$ denotes the volatility of the stock price. Assume it is risk neutral, thus the expected return rate equals the risk-free interest rate, $\mu = r$. Then we can conclude $E(S_T) = Se^{rT}$ and $\text{var}(S_T) = S^2e^{2rT}(e^{\sigma^2T} - 1)$.

2.2. CRR lattice

A CRR lattice model divides a certain time interval from 0 to $T$ into $n$ equal time-steps, $\Delta t$. In the period of $\Delta t$, the stock price either goes up to $Su$ with the probability of $p$ or comes down to $Sd$ with the probability of $1-p$ (Figure 1), and $ud = 1$. Then, the expected stock price is $pSu + (1-p)Sd$ at $\Delta t$. Combining it with the above-mentioned expected value and variance of the stock price, we can have $u = e^{\sigma \sqrt{\Delta t}}, d = e^{-\sigma \sqrt{\Delta t}}, p = \frac{e^{r\Delta t} - d}{u - d}$.

![Figure 1. Binomial model. After $\Delta t$, the stock price $S$ either moves to $Su$ with probability $p$ or $Sd$ with probability $1-p$.](image)
2.3. Recurrence relations

The theoretical value of an option equals the discounted expected
payoff of the option, $e^{-rT}E$ (payoff). Take a euro call option as an
example. Assume that $N(n, j)$ denotes the final node reached after $n - j$
up-moves and $j$ down-moves from the initial stock price. Since the
probability of reaching node $N(n, j)$ is $\binom{n}{j} p^{n-j} (1 - p)^j$, the price of the
$n$-time-step CRR lattice can be derived directly as

$$e^{-rT} \sum_{j=0}^{n} \binom{n}{j} p^{n-j} (1 - p)^j \max(Su^{n-j}d^j - X, 0).$$

The time complexity of it is $O(n)$ [5].

2.4. Ladder option

A ladder option is an option than locks in gains once predetermined
price levels are reached by the underlying security. The set of
predetermined price levels is called “ladder” and the price level in the set
are called “rungs”. Typically, the rungs are equally spaced above the
option strike with the distance equals to some percentage (e.g.10%) of the
strike. At maturity, the option pays the difference between the highest
rung reached during the option life and strike or expired worthless if no
rung has been reached. Take a ladder call for example. The rungs of the
ladder call are represented by $K_1, \ldots, K_n$. $X$ denotes the strike. $S_{\max}$ is
the highest price reached by the underlying stock during the option life.
At maturity, the payoff does not depends on the final price of the
underlying stock but the highest price during the option life $S_{\max}$. That
is: the payoff is $K_i - X$ if $K_i \leq S_{\max} < K_{i+1}$, $1 \leq i < n$; it is $K_n - X$ if
$S_{\max} \geq K_n$; it is 0 if $S_{\max} < K_1$.

2.5. The reflection principle

The reflection principle can help us to efficiently count the number of
paths that hit a specific price level before reaching a certain node at
maturity in a CRR lattice. We now derive a useful combinatorial formula
with the help of the grid in Figure 2. This grid reflects the structure of a
CRR lattice: The $x$-coordinate denotes the time-step of the CRR lattice,
and the $y$-coordinate denotes the stock price level. Each step on the grid from vertex $(i, j)$ can either go to vertex $(i + 1, j + 1)$ (the up-move) or vertex $(i + 1, j - 1)$ (the down-move). The question is, how many paths from node $A(0, a)$ that end at node $B(n, b)$ will hit barrier $y = h$?

![Figure 2. The reflection principle. Barrier (horizontal line $y = h$) is denoted by solid line.](image)

Consider one such path, $AJB$, that hits barrier $h$ at node $J$ for the first time. We can reflect the initial path with respect to the $h$-axis to get $CJ$ (the dashed curve). Each path from node $A$ to node $J$ maps to a unique path from node $C$ to node $J$, and vice versa. Thus the number of paths from node $A$ to node $J$ equals the number of paths from node $C$ to node $J$. As a result, the desired number of paths moving from node $A$ to node $B$ and hitting barrier $h$ equals the number of paths from node $C$ to node $B$. This is the celebrated reflection principle. Assume that $x$ up-moves and $y$ down-moves are required to go from node $C$ to node $B$. Thus $x + y = n$ and $x - y = b - (2h - a)$. These two equations give $x = (n + a + b) / 2 - h$, $y = (n - a - b) / 2 + h$. Thus the number of paths that hit $h$ before arriving at $B$ is

$$\left\lfloor \frac{n - a + b}{2} - h \right\rfloor$$

for even, non-negative and zero otherwise.
3. Linear-Time Algorithms for Pricing Ladder Options

This section derives a useful combinatorial formula with the reflection principle to build up a pricing algorithm for ladder call options. Generally, the distance between rungs is equal, and we set it as \( l, l > 0 \). At first, we concentrate to develop a pricing algorithm for two-rung ladder call option. Then it is generalized to \( m \)-rung ladder call option.

3.1. 2-rung ladder call

At first, we have to make some explication about relative symbols in the paper.

\( N(n, i) \) denotes the final node reached after \( n - i \) up-moves and \( i \) down-moves from the initial price \( S_0 \). And the final stock price is \( S_0 u^{n-i} d^i \). Given \( ud = 1 \), the equation \( S_0 u^{n-i} d^i = S_0 u^{n-2i} \) holds. \( K_1, K_2 \) denote the two-rungs, \( K_1 < K_2 \). \( X \) denotes the strike price. Generally, the distance between rungs is equal, and we set it as \( l, l > 0 \). Then \( K_2 - K_1 = l \). Let

\[
\begin{align*}
    h_i &= \left\lfloor \frac{\ln(S_0 u^n / K_i)}{\ln u} \right\rfloor, \quad i = 1, 2 \\
    \tilde{K}_i &= S_0 u^{n-h_i}, \quad i = 1, 2
\end{align*}
\]

It is easy to see that \( \tilde{K}_i \) is the price closest to, and not exceeded by \( K_i \) among all node prices. Then the role of the rung in determining the payoff of the option will be played by the effective line \( \tilde{K}_i \) (Figure 3).
Figure 3. The initial stock price is $S_0$. $K_1, K_2$ denote the two-rungs, and the effective barriers are the $\tilde{K}_1, \tilde{K}_2$.

Define $\varphi$ as the set of paths beginning at $S_0$ and ending at $N(n, i)$. Obviously, $|\varphi| = \binom{n}{i}$. Let $\Phi_i$, $i = 0, 1, 2$ denote the set of paths in which the highest rung touched is $\tilde{K}_i$; and the paths in $\Phi_0$ hit neither $\tilde{K}_1$ nor $\tilde{K}_2$. Since paths in the same set result in the same payoff, the option value can be decomposed into three parts according to sets. And we just have to sum the three parts to get the option price. Next, we will calculate the three part of the option prices.

1. $2i \leq h_2$. Because all final nodes in the case are above $\tilde{K}_2$ (inclusive), each path ending at such nodes definitely hits $\tilde{K}_2$. Then the
highest rung is $\bar{K}_2$, and the payoff is $K_2 - X$. The number of all these paths is $\binom{n}{i}$. So the part of the option price is

$$F(i) = e^{-rT} p^{n-i} (1 - p)^i \binom{n}{i} (K_2 - X).$$

2. $h_2 < 2i \leq h_1$. All final nodes are located between $\bar{K}_1$ (inclusive $\bar{K}_1$) and $\bar{K}_2$. Let

$$t = \min \left( \left\lceil \frac{S_0 u^{n-i} - X}{l} \right\rfloor, 2 \right).$$

If $t = 2$, the final node is high enough to allow the path hitting the highest rung. All paths in the case can be decomposed into two parts: (1) the highest rung hit is $\bar{K}_2$, and (2) the highest rung hit is $\bar{K}_1$. The number of paths in the first part is $\binom{n}{h_2-i}$, which is calculated according to the reflection principle. The option price in this part is

$$F(i, 2) = e^{-rT} p^{n-i} (1 - p)^i \binom{n}{h_2-i} (K_2 - X).$$

Then, we have to calculate the number of paths which hit the highest rung $\bar{K}_1$. Since any path that hits $\bar{K}_2$ definitely hits $\bar{K}_1$, the number of paths in which the highest rung hit is $\bar{K}_1$, equals $\binom{n}{i} - \binom{n}{h_2-i}$. Then the option price in this part is

$$F(i, 1) = e^{-rT} p^{n-i} (1 - p)^i \left( \binom{n}{i} - \binom{n}{h_2-i} \right) (K_1 - X).$$

So when $t = 2$, the option price is $F(i) = F(i, 1) + F(i, 2)$.

If $t = 1$, all paths in which the highest rung hit is $\bar{K}_1$ total $\binom{n}{i}$. The option price is

$$F(i) = e^{-rT} p^{n-i} (1 - p)^i \binom{n}{i} (K_1 - X).$$
3. $2i > h_1$. The definition of $t$ still works here. If $t = 2$, following above routine, we have

$$F(i) = e^{-rt} p^{n-i} (1 - p)^i \left( \frac{n}{h_2 - i} \right) (K_2 - X) + \left( \frac{n}{h_1 - i} \right) - \left( \frac{n}{h_2 - i} \right) (K_1 - X).$$

If $t = 1$, $F(i) = e^{-rt} p^{n-i} (1 - p)^i \left( \frac{n}{h_1 - i} \right) (K_1 - X)$.

If $t = 0$, the payoff is 0, then $F(i) = 0$.

Thus, the price of two-rung ladder call is the sum of the option prices above calculated in case 1, 2 and 3, $c = \sum_{i=0}^{n} F(i)$.

### 3.2. $m$-rung ladder call

There are $m$-rungs $K_1, \ldots, K_m$, and $K_j - K_{j-1} = l, 1 < j \leq m$; $K_m < S_0u^n$. Let

$$h_i = \left\lfloor \frac{\ln(S_0u^n / K_i)}{lnu} \right\rfloor, i = 1, 2, \ldots, m.$$  

Accordingly, let $\bar{K}_i = S_0u^{n-h_i}, i = 1, \ldots, m$, then $K_1 \leq \ldots \leq K_m$. Line $\bar{K}_i$ is the price closest to $K_i$, and not exceeded by $K_i$ in the lattice. Let

$$t = \min \left\lfloor \frac{S_0u^{n-i} - X}{l} \right\rfloor, m).$$

Next, we have to calculate the option price according to the three cases of node $N(n, i)$.

1. $2i \leq h_m$. Because all final nodes in the case are above $\bar{K}_m$ (inclusive), each path ending at such nodes definitely hits $\bar{K}_m$. The option price in this part is

$$F(i) = e^{-rt} p^{n-i} (1 - p)^i \left( \frac{n}{i} \right) (K_m - X).$$

2. $h_m < 2i \leq h_1$. All final nodes are located between $\bar{K}_1$ (inclusive) and $\bar{K}_m$. Let
\[
  s = \left\lfloor \frac{S_0 u^{n-2i} - X}{l} \right\rfloor.
\]

When \( t \neq s \), all paths can be divided into three parts: (1) the highest rung hit is \( K_t \), (2) the highest rungs hit are respectively \( K_{s+1}, ..., K_{t-1} \), and (3) the highest rung hit is \( K_s \). The number of paths in the first part is \( \binom{n}{h_t - i} \), which is calculated according to the reflection principle. The option price in this part is

\[
  F(i, 1) = e^{-rT} p^{n-i} (1 - p)^i \binom{n}{h_t - i} (K_t - X).
\]

In the second part, since any path that hits \( K_{j+1} \) definitely hits \( K_j \), the number of paths in which the highest rung hit is \( K_j, s+1 \leq j \leq t-1 \), equals \( \binom{n}{h_j - i} - \binom{n}{h_{j+1} - i} \). Then the option price in the second part is

\[
  F(i, 2) = \sum_{j=s+1}^{t-1} e^{-rT} p^{n-i} (1 - p)^i \left( \binom{n}{h_j - i} - \binom{n}{h_{j+1} - i} \right) (K_j - X).
\]

Then, we calculate the option price in the third part. Since the final node is located above \( K_s \) (inclusive), the number of paths in this part is \( \binom{n}{i} - \binom{n}{h_{s+1} - i} \). Then the option price in the third part is

\[
  F(i, 3) = e^{-rT} p^{n-i} (1 - p)^i \left( \binom{n}{i} - \binom{n}{h_{s+1} - i} \right) (K_s - X).
\]

So, if \( t \neq s \), the option price is \( F(i, 1) + F(i, 2) + F(i, 3) \). That is

\[
  F(i) = e^{-rT} p^{n-i} (1 - p)^i \left( \binom{n}{i} - \binom{n}{h_{s+1} - i} \right) (K_s - X)
  + \sum_{j=s+1}^{t-1} e^{-rT} p^{n-i} (1 - p)^i \left( \binom{n}{h_j - i} - \binom{n}{h_{j+1} - i} \right) (K_j - X)
  + e^{-rT} p^{n-i} (1 - p)^i \left( \binom{n}{h_t - i} \right) (K_t - X).
\]
If $s = t$,

$$F(i) = e^{-rT} p^{n-i} (1 - p)^i \binom{n}{i} (K_s - X).$$

3. $2i > h_1$. Following the same process as in case 2. If $t \neq 0$,

$$F(i) = \sum_{j=1}^{t-1} e^{-rT} p^{n-i} (1 - p)^j \left( \binom{n}{h_j - i} - \binom{n}{h_{j+1} - i} \right) (K_j - X)$$

$$+ e^{-rT} p^{n-i} (1 - p)^i \binom{n}{h_t - i} (K_t - X).$$

If $t = 0$, Thus $F(i) = 0$. The price of $m$-rung ladder call option is the sum of above calculated option prices. That is $c = \sum_{i=0}^{n} F(i)$.

4. Experimental Results

This section evaluates the performance of the combinatorial algorithm. All the running time measurements are obtained by running programs on a 512MB memory computer.

In the programming, we store $\binom{n}{i}$ and $p^{n-i} (1 - p)^i$ into two arrays. And both and run in $O(n)$ since $\binom{n}{i} = \binom{n}{i-1} \frac{n-i+1}{i}$, $p^{n-i} (1 - p)^i = p^{n-(i-1)} (1 - p)^{i-1} \times (1 - p) / p$. Then it can be concluded that the time complexity of $m$-rung ladder is $O(mn)$. When $m$ is a finite value, our algorithm is linear. In contrast, the time complexity of Monte Carlo simulation is $O(mn^2)$. Chart 1, Figures 4, 5, 6 and 7 reveal the result. Chart 1 shows the comparison of results of Monte Carlo simulation and the combinatorial algorithm for the 2-rung ladder option and the 1000-rung one. It is easy to conclude that the option price converges quickly when it is priced by the combinatorics, and the time for 2-rung ladder and 1000-rung one is nearly the same. For example, when the time steps are 500, the running time of Monte Carlo simulation for the 2-rung ladder amounts to 1283 ms, while that of the combinatorial algorithm is 1 ms.
When the time steps are the same, the running time of these two methods does not increase significantly.

**Chart 1.** Values and running-time comparison of results of Monte Carlo simulation and the combinatorial algorithm for the 2-rung ladder option and the 1000-rung one.

<table>
<thead>
<tr>
<th>n</th>
<th>2 ladder</th>
<th>1000 ladder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monte Carlo</td>
<td>Combinatorics</td>
</tr>
<tr>
<td>100</td>
<td>12.06872</td>
<td>157</td>
</tr>
<tr>
<td>200</td>
<td>12.55462</td>
<td>513</td>
</tr>
<tr>
<td>300</td>
<td>12.22073</td>
<td>770</td>
</tr>
<tr>
<td>500</td>
<td>12.89665</td>
<td>1283</td>
</tr>
<tr>
<td>800</td>
<td>12.58991</td>
<td>2056</td>
</tr>
</tbody>
</table>

**Figure 4.** Pricing a 2-rung ladder option. The initial stock price $S_0 = 100$, the strike price $X = 100$, risk-free rate per annual $r = 10\%$, the volatility $\sigma = 0.25$, the maturity time $T = 1$, rungs are set at 130 and 160. $X$-axis denotes the number of time steps, $Y$-axis denotes the corresponding option prices.
Figure 5. The running time of the 2-rung ladder option. The parameters of the option are the same as in Figure 4. X-axis denotes the number of time steps, Y-axis denote the corresponding time the unit is ms.

Figure 6. Pricing a 1000-rung ladder option whose rung distance is 10. The other parameters in the 1000-rung ladder are set the same as the 2-rung ladder.
Figure 7. The running time of a 1000-rung ladder option whose rung distance is 10. The other parameters in the 1000-rung ladder are set the same as the 2-rung ladder.

5. Conclusion

The combinatorial algorithm has been widely applied in many fields. In the paper, we apply the combinatorial algorithm to price the ladder option. The result indicates that the combinatorial formula costs less time, gain higher accuracy and lowers the time complexity to $O(mn)$. Moreover, the algorithm can also be used to price barrier options that are usually path-dependent. We are expecting that the application of combinatorial algorithm to more complex options' pricing would achieve more improvement.
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