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Abstract 

Specialists have always dealt with approximate calculations. However, official 
recognition was right in Newton’s era. For example, Newton-Cottes method for 
calculation of definite integrals. Followers of Newton, have constructed 
approximate methods for solving some mathematical problems. Leonard Euler 
has constructed his famous direct method for solving ODEs (Ordinary Differential 
Equations), which is refined and developed in the works of Adams-Moulton, 
Adams-Bashford, Cowell and others. All these methods are generalize in the 
results of which has constructed multistep methods with the constant coefficients. 
We have described here the chronological development of numerical methods. 
Noted that multistep methods with constant coefficients have investigated by 
many authors as Shura-Bura, Bakhalov, Dahlquist, Lambert, Ibrahimov, Henricy, 
Brunner, Imanova and etc. This method has generalized by some authors: 
Dahlquist, Enrite, Kobza, Ibrahimov and etc. In the works of named authors have 
shown that, if in the multistep methods participate the derivatives of the desired 
functions, then these methods will be more exact. By using this idea, some 
authors proposed to reduce the differential equation of the first order to a 
differential equation of any order and then use the appropriate method using high 
derivatives of desired solutions. By taking into account these many authors 
decided to use multistep multiderivative methods. Noted that these methods can 
be used in different form depending from the order of differential equations. In the 
construction of multistep methods in usually is used the presentation of the right-
hand side of the given differential equation. Consequently, here for each of which 
it turns out numerous special cases, needed to construct and explore multistep 
multiderivative methods. Therefore, here consider to investigation of Multistep 
Multiderivative Methods (MMM) explicit, implicit and advanced types and their 
application for solving of initial value problem for ODEs and for the Volterra 
integro-differential equation and also application of the above mentioned methods 
for solving of the Volterra integral equation of the second kind. 

1. Introduction 

As is known, the initial value problem for the Ordinary Differential 
Equations (ODEs) in more general form can be presented as follows: 
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Here 0=δ j  or ( ).1,,2,11 −= rj …  

Consequently if ,1=r  then from (1) receive the following initial-

value problem: 

( ) ( ) ,,,, 000 Xxxyxyyxfy ≤≤==′   (2) 

which has been studied by many authors using the following method: 
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Here h<0 -is step size, N-amount of the subintervals and .XNh =  
Suppose that the problem (1) has the unique solution, which has defined 
on the interval [ ].,0 Xx  Noted that the problem (2) by using method (3) 

has been investigated by many others (see, for example, [1]-[16]). It is 
easy to verify that problem (1) is the generalization of the problem (2), 
which is investigated less than problem (2) (see, for example, [3]-[5], [7], 
[8]). For that would show how useful study problem (1), let’s consider the 
following special case: 

( ) ( ) ( )( ) ( ) ( ) [ ].,,,,,, 00000 Xxxyxyyxyyyxfy xxx ∈′=′=′=′′  (4) 

As is known, one of the popular method for solving this problem can be 
presented as the following: 
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If 01 =δ  and ,12 =δ  then from (5) is receiving following: 

( ),,
0

2

0
inini

i
ini

i
yxfhy ++

=
+

=

β=α ∑∑
kk

  (6) 



I. MEHRIBAN and V. IBRAHIMOV  28

which is called as the general Störmer-Verlet method. And also it is 
known that if method (5) is stable, then that will be convergent. The 
conseption stability for the method (5) can defined as follows: 

Definition 1. Method (5) is called as the stable, if the roots of the 

polynomial ( ) k
k

k
k

k α+λα++λα+λα≡λρ −
− 1

1
1 …  located in the unite 

circle on the boundary of which, there is not multiple root. 

Given that, method (6) is the special case of the method (5), so one 
can be think that if the method (5) converges, then method (6) also 
converges. However, it does not. Let us recall the classic definition for the 
second order derivative for continuous function: 

( ) ( ) ( ) ( ),2lim 20
xf

h
hxfxfhxf

h
′′=−+−+

→
 

which can be presented as special case for the method (6) in the following 
form: 

( ) ( ) ( ) ( ).2 2 xfhhxfxfhxf ′′=−+−+  

From here receive that characteristic polynomial of the method (6), has a 
double root .1=λ  

Therefore method (6) is not stable in the above sense. Based on this, 
the conception of stability defined as following. 

Definition 2. Method (6) is called stable, if the roots of the 

polynomial ( ) 01
1

1 α+λα++λα+λα≡λρ −
− …k
k

k
k  are located in the 

unite circle on the boundary of which, there is not multiple root except for 
the double root .1=λ  It follows from here that methods (5) and (6) are  
independent objects of research. Let us generalize the above using 
methods. Then we get: 
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This method is a generalization of the well-known linear multistep 
methods with constant coefficients, which are usually called as the 
multistep multiderivative methods (MMM) with constant coefficients. Let 
us consider the application of some partial cases of this method to solve 
some initial-value problem for ODEs. 

2. About Some Applications of the Method (7) 

It is obvious that if to consider application of the method (7) in the 
case ,3=r  then receive that the investigation of the method (7) is more 

difficult than the  investigation of the method (5). Noted that method (7) 
and problem (1) are fundamentally investigated in [17] and [18]. By 
simple comparison receive that if the 1=λ  is l-multiple root, then 
method (7) can be presented as following: 
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From here, it follows, that 1=λ  is l  multiples root for the polynomial 

( ) .01
1

1
llll α+λα++λα+λα≡λρ −

− …k
k

k
k  Let us for the investigation of 

the method (8) to reduce the conception of l-stability.  

Definition 3. Method (8) is called as the l-stable, if the roots of the 

polynomial ( ) 0
1

1 α++λα+λα≡λρ −
− …k
k

k
k

ll  are located in the unit 

circle on the boundary of which there is not multiple root except  the        
l-multiple root .1=λ  As is known, the second conception for the 
comparison of the multistep method is the degree, which for the method 
(7) can be defined as: 

Definition 4. The integer p is called as the degree for method (7), if 
the following asymptotic equality is perfomed: 
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But the conception of degree for the method (8) can be given as: 
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As is known to compare multistep methods in mostly have used the 
conception of stability and degree. In 1952, Shura-Bura proved that if 
method (3) is stable, then method (3) converges and vice versa, if the 
method (3) is convergence, then that is stable. For the first time 
Bakhvalov found a connection between order and degree for the explicit 
methods (if )10≤k  receiving from the (3). And in 1956, Dahlquist 

fundamentally investigated method (3). The second Dahlquists work has 
published in 1959 in which, he had fundamentally investigated method 
(5). Basically, he investigated the explicit and implicit methods by 
receiving from the method (5). Ibrahimov has investigated the following 
advanced (forward-jumping) methods: 
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The method (5) follows from the method (11) in the case 
( ) ( )., 2

2
1

1 iiii βδ=γβδ=β  Method (3) can also be received from the formula 

(11). Let us study of the method (11). In first let us to consider the case 
( ),,,1,00 lii …==γ  then receive following:   
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If k>l  then receive the new class methods, since there are no such 
methods in the class methods (3). It follows that class method (12) is the 
separate class method, which is called the forward-jumping or advanced 
methods, which was fundamentally investigated by Ibrahimov. He has 
defined the basic disadvantages of these methods and given any way to 
remedy this disadvantage. And also He prove that in the class of methods 
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(12) there are stable methods of advanced type with the degree    
[ ] .222 +> lp  And constructed concrete stable methods with the degree 

5=p  for the 2=k  and .3=l  And also constructed special predictor 

corrector method for using advanced methods of type (12). 

Ibrahimov proved that if method (12) has the degree p, then there are 
stable method of type (12) with maximum degree 1++= mp k  

( ) .3msm ≥−= kk  Note that method (11) in the case ( )ls,max<k  has 

been fundamentally investigated by Ibrahimov, who has constructed 
some more specific methods for solving problem (4). For the define the 
maximum value of the degree of the method (11) have proved some 
theorems, one of which can be presented as: 

Theorem 1.  Ibrahimov suppose that the method (11) is stable, have 
the degree of p, 0=/αk  and l<k  (more precisely ).ml += k  Then there 

are methods of type (11) with the degree 1+++≤ mslp  for 

1212 +≥−= mrk  aid .2 js =  In other cases there are stable methods of 

type (11) with the degree: .2+++≤ mslp  

As is known Gear and Butcher for the construction more exact 
methods are suggested to use hybrid methods, which for solving problem 
(2), in more general form can be presented as follows (see, for example, 
[25]-[32]): 
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To construct methods with improved properties, Ibrahimov suggested 
constructing methods an intersection of methods (2) and (13). He proves 
that this method is more exact than the methods (2) and (11). Prove that 
if these methods are stable, then there are methods with the degree 

.33 +≤ kp  Now let us to comparison the maximum values of the degree 

for the methods (3), (5) and (13). As was shown, if method (3)- is stable 
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and has the degree of ,p  then [ ] 222 +≤ kp  and if method (5) stable 

and has the degree of ,p  then 22 +≤ kp  for the case  .0,0 21 =/δ=/δ  

Noted that if method (13) has the degree of p and stable, then 22 +≤ kp  

for .sl ==k  The stable methods of type (5) and (13) have the same 
order of accuracy, but in the application of these methods arises different 
difficulty. For example in the application of the method (5) to solve 
problem (2) arises difficult in the calculation of values ,my ′′  but 

application that to solve problem (4) are not arises any difficult. 
Therefore, let us consider to determine the values of the maximum 
degree for the method (7). 

3. Any Information About the Maximal Values of the  
Degree for the Method (7) 

As is known, Euler himself, when he showed the shortcomings of his 
method, to eliminate which he proposed to use the calculation of the next 
members in the Taylor expansion of the solution, investigated problem. 
By using this, some specialists suggested to use the following method: 

.22
1 nnnn yhyhyy ′′+′+=+   (14) 

In the application of this method to solve problem (2), receive: 

( ( ) ( ) ( )) .2,,,2
1 nnnnynnxnnn yxfyxfyxfhhfyy ′+′++=+   (15) 

By comparison the method (15) with the explicit Euler method, receive 
that method (15) is more complex. But, if method (15) to use in solving of 
the problem (4), then receive: 

.2
1 nnnn fhyhyy +′+=+   (16) 

Application of the method (16) to solving problem (4) is very simple, than 
the application of the method (15). If method of (16), generalize then one 
receives method of (5). By using this properties of MMM, here 
recommending to apply that, to solving of the following problems: 
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( ) ( ( ) ) ( )
( ) ( ) ( ).1,,1,0,,,,, 0
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−==′′′= − sjyyyyyxgy jj
x

ss ……   (17) 

However, in some special cases, it becomes necessary to consider 
construction special methods for their solving. Based on this, it is 
proposed to take into account the above proposed in the construction of 
the suitable methods if the number of multistep methods more than 1 
(one) and which are applies to solving some problems, then one can be 
used the results receiving in the [17] and [18] for the choosing suitable 
methods. Note that in these cases to find the maximum values for the 
stable methods of type (7) are actually. Therefore, let us consider 
following theorem.  

Theorem 2. Suppose that method (7) is stable, have degree of p and 
,0=/αk  then ( ) ( ) .1121 ++δ++δ+δ≤ ksp …  There are stable methods 

with the degree ( ) ( ) 1121 ++δ++δ+δ= ksp …  for the 12 −= jr  and  

,2i=k  but in other cases there are stable methods of type (7) with the 

degree (see, for example, [17], [18]): 

( ) ( ).121 +δ++δ+δ≤ ksp …   (18) 

It follows from here that by the help of the above receiving relation one 
can find the rate of accuracy of the method, which can be received from 
the (18) as partial case if .01 =/δ  If ,01 =δ  then the estimation of (18) 

will be incorrect. But if the definition for the degree of the method (7) to 
use the asymptotic equality of (10), then one can be used the estimation 
of (18). Note that by, using results from the works [17] and [18], one can 
be found the maximum value for the degree of the MMM in the case its l-
stability 11 −≤≤ kl  for the method (7). By the above description way, 
receive that by the help of differentiating some equalities one can be 
constructed initial-value problem for ODEs of higher order ordinary 
differential equations  to using initial-value problem for the ODEs of the 
first order. Then by using method (7), one can solve the receiving initial-
value problem for ODEs with the high accuracy. However, it is possible to 
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construct a more accurate method, with help of which, one can be to 
solved the above investigated problem, by the required accuracy. For the 
construction more exact methods, have been suggested to use advanced 
and hybrid methods. In the first section have been constructed the 
advanced methods with the first and the second derivative. As is known 
the method (12) has the degree of p and stable, then there are advanced 
methods with degree ( )( ).0;31 >−=≥++≤ ssmmmp kkk  By using 

this estimation and the Dahlquist’s rool, receive that the advanced 
methods more exact than the multistep methods with the constant 
coefficients. A similar advantage exists also for the method (11). 

By the generalization of the methods (11) and (12), receive the 
following: 
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It seems that method (19) can be received from the method (7) as a 
special case. However, this is not the case, because in the study of the 
method (7), the following condition is used: .0=/αk  By using the 

condition ,0=/αk  receive that advanced methods is the separate class of 

methods for the investigation. Let us noted that the known scientists as 
Laplas, Steklov constructed advanced methods, which obeyed the laws of 
the Dahlquist. The advanced methods have constructed by the Kowell. 
However, the advantage of these methods has been proved by Ibrahimov, 
which has constructed predictor corrector methods for the application of 
advanced methods. And he proved that stable advanced methods are 
exactness than the stable explicit and implicit methods of multistep 
types. For the construction more exact methods, let us consider following 
section:  
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4. The Way to Construction of Hybrid Methods 

In 1965, Butcher and Gear proved that the hybrid methods are exact 
than the explicit and implicit methods of multistep type. By taking into 
account of this, Ibrahimov constructed methods on the intersection of the 
methods (3) and (13), in which receive: 
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This method has been fundamentally investigated by Ibrahimov and 
proves that if method (20) is stable then in the class (20), there are 
methods with the degree  ,33 += kp  here p-is the degree of the method 

(20), which can be define as the following: 

( ( ) ( )( )( )hixyhihxyhihxy iiii
i

ν++′γ−+′β−+α∑
=
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( ) .0,1 →= + hhO p   (21) 

As is known, all the methods have own advantages and disadvantages. 
One of the disadvantages of the method (20) is the calculation the of 
values  iiny ν++  and one of advantages of the method (20) is that they are 

more accurate. 

Noted that the region of stability for the hybrid methods does not 
expand. But by using some predictor corrector methods the region of the 
stability can be expanded.  

Let us consider the following methods, which are received from the 
method (20) as the partial case: 

( ) ,63,221211 =++= −++++ ααα nnnn ffhyy   (22) 

( ) ( ) .105,12/512 2/12/111 =β++++= β−+β++++ nnnnnn ffhffhyy  

(23) 
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Methods (22) and (23) are stable and have the degree 4=p  and ,6=p  

respectively. From here we get that the hybrid methods are promising. 
Method (22) and (23) are the hybrid types and are more accurate than the 
known methods. Noted that the order of accuracy for the method (20), is 
more than the order of accuracy for the method (5). If take 

( )k,,1,00 …==β ii  in the method (20), then the order of accuracy for 

the receiving method will be one and the same with the order of accuracy 
for the method (5). Hence the method (20) is more exact than the method 
(5) ( ).121 =δ=δ  Hybrid methods have some similarities with the Gauss 

method. For example, if ( ),,,1,00 k…==β ii  then from the (20) it 

follows the hybrid methods. If hybrid methods have the maximum 
degree, the coefficients ( )k,,1,0 …=γ ii  will located symmetrically and 

will be positive. Noted that the nonlinear of algebraic equations for 
finding the coefficients of the hybrid methods in one case can be 
presented as follows: 
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If is system (24) compares this with the system of algebraic equations 
constructed for finding the values of the coefficients, receive that these 
systems almost the same.  

If this system of algebraic equation solved for the value ,2=k  then 

one can be constructed the following method: 

( ) 909649 122 nnnnn fffhyy +++= +++   

( ) .721,90/49 11 =β++ β−+β++ nn ffh   (25) 
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This method is stable and has the degree .8=p  This method can be 

presented in other form by using the value 1+nf  in the second bracket. 

Presentation of this method is not the only one. But the coefficients in the 
second bracket satisfies the Gauss coefficients properties. Let us consider 
the following presentation of the method (25): 

( ) 909159 122 nnnnn fffhyy +++= +++   

( ) .90/49 111 β−++β++ +++ nnn fffh  (26) 

If follows from here that the hybrid points  are located symmetrically to 
mesh point .1+nx   Let us consider method (22) and write that as 

following; 

( ) .6/3,22/12/11 =α++= α++α−++ nnnn ffhyy   (27) 

How it follows from here, method (27) can be taken as symmetrical. 
Noted that method (27) has the maximum degree. But one can construct 
method, which will be the type of (26) and more exact, than the method 
(26).  

By using the properties of above receiving hybrid methods, one can be 
approved that the basic properties of the hybrid and Gauss methods are 
one and the same (the properties of coefficients and the hybrid pointes (or 
Gauss nodes)). 

As was noted above if method (20) is stable and has the degree of, 
then there are methods of type (20) with the degree .33 +≤ kp  If  

( ),,,1,00 k…==β ii  then .22 +≤ kp  By the above described way 

receive that hybrid methods are promising. Therefore, we have 
considered application the receiving here, results to solving the Volterra 
integral and the Volterra integro-differential equations. By using 
receiving results, one can approve that hybrid methods of type (20) more 
exact than Gauss method and for all the values of k,  there is the family of 

hybrid methods. Therefore, the hybrid methods are considered promising. 
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5. Application of the Multistep Methods with Constant 
Coefficients to Solving Volterra Integral and Integro-Differential 

Equations 

As is known the solution of initial-value problem for ODEs and 
Volterra integral equations has the direct relation. Therefor the specialist 
try to solve Volterra integral equations is reducing to solve  initial-value 
problem for ODEs. It follows from here, that the quadrature method can 
be taking as the popular. Have shown that the value of the computational 
works  increases, which is the main disadvantages of the quadrature 
formula (see, for example, [33], [34], [35]). Therefore, have constructed 
the new method in the application of which, the values of computational 
work does not increases. Noted that this method in one version can be 
presented as follows: 
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It is easy to understand that this method remember the multistep 
methods with constant coefficients/Noted that the corresponding Volterra 
integral equation can be presented as: 

( ) ( ) ( )( ) .,,, 0
0

XsxdssysxKxgxy
x

x

≤≤+= ∫   (29) 

We have investigated method (28), fundamentally. It is to say that, has 
been found the maximum value for the degree of stable methods of type 
(28) and have been proven that the method of type (28) with the 
maximum degree is not unique. One of the main results can be presented 
as: 

Theorem 3. If the method (28) is stable and has the degree of, then in 
the class (28) there are methods with the degree [ ] .22/2 +≤ kp  And for all 

the values of ,k  there are stable methods of type (28), with the degree 
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.2max k≤p  By taking into account of the above described, receive that for 

the construction more exact stable methods, one can used the advanced or 
hybrid methods. It is easy to say that the hybrid methods can be taking as 
perspective, because the stable hybrid methods are more exact. For the 
presentation of application hybrid methods to solve Volterra integral 
equations, let us consider the following: 
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In the application of the method (30) to solve problem (29) arises some 
difficult with the calculation of the initial values for the method (30) 
finding the solution of the nonlinear algebraic equations. One of the main 
disadvantage of hybrid method is the calculation of values of the solution 
for investigated problem at the hybrid points: 

( )hix iν++ ( ),,,1,0 k…=i  here x-fixed point. 

For the construction more exact methods, one can be constructed the 
new methods on the intersection of the methods (28) and (30). In this case 
receive: 
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(31) 

By using above described results, it can be argued the degree of the 
method (31) satisfies the condition: 33 +≤ kp  for the stable methods 
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and  24 +≤ kp  for the others. By taking into account above mentioned, 

receive that hybrid methods are promising. By using this result, have 
been constructed predictor-corrector methods for the application of 
hybrid methods to solving of some problems. And also established some 
relationship between the values of the degree for the predictor and 
correctors methods. In some cases have been constructed special methods 
for the calculation of the values desired solutions at the hybrid methods 
(see, for example, [39], [40], [41]). By using some properties of method 
(11), have been considered application of this method to solve above 
mentioned problems for all the values of sl,,k  (see, for example, [13], 

[17], [18]). Noted that, the number of methods with maximum accuracy 
here is always more than one. And also, noted that the number of terms 
in the methods, which are, applied to solving of Volterra integral and 
integro-differential equation, are always greater than the terms in the 
method, which are applied to solve of initial-value problem for ODEs. 
And now, let us comprise the method (11) with the following: 
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  (32) 

The method (32) and (11) one and the same. But application of the 
method (32) to solving problems as the (3), (4), (29) and, the following: 

( ) ( ) ( )( ) ( ) ,,,,, 000
0
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is very easy than the application of method (11), which in the application 
to solve problem (2) can be written as the following: 
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here ( ) ( ) ( ) ( ).,,,, yxfyxfyxfyxg yx ′+′=  
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And now let us applied, method (3) to solving of initial-value problem 
for integro differential equation: 

( ) ( ) ( )( ) ( ) .,,,,, 000
0

XsxyxydssysxKyxfxy
x

x

≤≤=+=′ ∫   (34) 

Multistep methods with the constant coefficients for solving problem (34) 
can be presented as follows: 
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here ( )xz -has defined as: 
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The similar results have been established for solving the problem (34).  

Thus, here have been given optimal methods for solving initial-value 
problem for ODEs and the Volterra integro-differential equations, and 
also the Volterra integral equations. 

Definition. The method is called as the optimal if is stable it has the 
maximum degree and uses of computational work that is almost constant 
amount, at all the mesh points. 

Thus, here have been investigated the following methods: 

,
00

ini
l

i
ini

i
yhy +

=
+

=
′β=α ∑∑

k
 the class of General multistep method with 

constant coefficients,  ,
0

2

00
ini

s

i
ini

l

i
ini

i
yhyhy +

=
+

=
+

=
′′γ+′β=α ∑∑∑

k
 the class 



I. MEHRIBAN and V. IBRAHIMOV  42

of General multistep second derivative method, iini
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constructed on the intersection of multistep and hybrid methods, 
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The class of multistep second derivative methods of hybrid type,  
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Multiderivative Methods. 
As well as, has been defined the sign about some coefficients. For 

example, if ( ) ( ),,,2,10 sjj …==/βk  then ( ) ( ) ( ).1,,2,101 −=<ββ + slll …kk  

A similar relationship between for some similar coefficients has been 

receiving for the following advanced method: ini
i
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( ).0>m  if 0=/β j  and ,01 =/β +j  then ( ).101 −≤≤−<ββ + kk jmjj  

6. Conclusion 

As is known, one of the popular numerical method to solving of 
initial-value problem for Ordinary Differential Equations is the 
Multistep Multiderivative Methods with constant coefficient which  was 
noted above in some partial cases has been fundamentally investigated 
by Dahlquist, but MMM in general form has been investigated by 
Ibrahimov. Here, have been shown that in which form has investigated 
MMM and how that can be applied to solving of initial-value problem for 
both ODEs of the r order and the Volterra integro-differential equation 
and also the Volterra integral equations. Noted that MMM has been 
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investigated in more general form (by using different values of the both 
ODEs r order and the ( )).,1,0 rjj …=δ  And also have been determined 

the maximal value of the degree for the MMM in different cases. Thus, 
MMM have in fully formed investigated and constructed methods for 
their application to solving some suitable problems. Hence, MMM 
fundamentally investigated by V.Ibrahimov as the numerical method for 
solving above mentioned problems. Noted that he also fundamentally 
investigated Multistep Methods with first and second derivatives of 
advanced and hybrid types. For the obtain reliable information about the 
solution of investigated problem, here recommending to use the bilateral 
methods (see for example [42]-[45]). It should be noted that similar 
studies were carried out by other specialists (see for example [46]-[53]. As 
is known, in the application of these methods, arises some necessity for 

the define the sing of the non-zero coefficients ( )j
kβ  (see, for example, [1], 

[17]). In view of what has been said, here the definition of sign for some 
coefficients was considered. Here have constructed approximately 20 
methods of MMM type. In which, there are methods of advanced and 
hybrid types, having the different order of accuracy. And also, have been 
investigated and constructed symmetric methods having the different 
form (explicit, implicit, advanced and hybrid types). Given that many 
examples are solved with the methods which have been presented in the 
papers of the author and are published in the different journals, we 
decided do not repeat that here.      
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