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#### Abstract

In previous works, we studied and analized the Darboux factorization for semiinfinite Hessenberg banded matrices. In this note, we prove that this kind of factorization can be used also for finite matrices. In addition, a new method for solving banded linear systems is provided. Finally, some numerical experiments are reported to show the effectiveness of the proposed method.


## 1. Introduction

Banded linear systems constitute a relevant kind of linear systems in scientific computing due to its applications in many areas of science and engineering. These systems arise in the study of $p$-orthogonal polynomials and other fields of approximation theory, as well as the 2020 Mathematics Subject Classification: 15A23, 65 F05.
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discretization and linearization of differential equations [4, 7, 12, 19]. In particular, tridiagonal linear systems are associated with splines [14], quadrature formulas, and other subjects where the zeros of a sequence of orthogonal polynomials have to be located [10].

An extensive class of direct methods for solving a linear system

$$
\begin{equation*}
A_{N} X=b \tag{1}
\end{equation*}
$$

is based on the $L U$ triangular decomposition

$$
\begin{equation*}
A_{N}=L_{N} U_{N} \tag{2}
\end{equation*}
$$

of the coefficient matrix [3, 18]. It is known that there is no universally best method to solve linear systems. In fact, the choice of one or the other method depends on the problem under consideration, which justifies the construction of new methods in addition to the already known ones [8, 13]. In this sense, we emphasize that, if $A_{N}$ is a Hessenberg matrix, not necessarily banded, there are several sophisticated methods to deal with (1) (see, for example, [5, 6, 11, 15, 16, 17]).

It is well-known that when $A_{N}$ is a finite Hessenberg banded matrix of order $N$,

$$
A_{N}=\left(\begin{array}{cccccc}
a_{0,0} & a_{0,1} & 0 & \cdots & \cdots & 0 \\
a_{1,0} & a_{1,1} & a_{1,2} & & & \vdots \\
\vdots & \vdots & \ddots & \ddots & & \vdots \\
a_{p, 0} & a_{p, 1} & \cdots & a_{p, p} & a_{p, p+1} & \vdots \\
0 & a_{p+1,1} & & \ddots & \ddots & \vdots \\
\vdots & 0 & & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & 0 & a_{N-2, N-p-1} & \cdots & a_{N-2, N-1} \\
0 & \cdots & 0 & a_{N-1, N-p-1} & \cdots & a_{N-1, N-1}
\end{array}\right)
$$

with $a_{i+p, i} \neq 0, i=0,1, \ldots, N-p-1$, and the factorization (2) can be obtained, then $L_{N}$ and $U_{N}$ are triangular banded matrices of the same order $N$. We assume $N \gg p$. Furthermore, the diagonal entries of $L_{N}$ can be assumed to be equal to 1 , being

$$
L_{N}=\left(\begin{array}{ccccccc}
1 & & & & & &  \tag{3}\\
l_{1,0} & 1 & & & & & \\
\vdots & \vdots & \ddots & & & & \\
\vdots & \vdots & \ddots & \ddots & & & \\
l_{p, 0} & l_{p, 1} & \ldots & l_{p, p-1} & 1 & & \\
0 & l_{p+1,1} & \ldots & \ldots & l_{p+1, p} & 1 & \\
\vdots & \ddots & \ddots & & \ddots & \ddots & \\
0 & \cdots & 0 & l_{N-1, N-p-1} & \cdots & l_{N-1, N-2} & 1
\end{array}\right)
$$

with $l_{p+i, i} \neq 0$, for $i=0,1, \ldots, N-p-1$. In this case $U_{N}$ is a bi-diagonal upper triangular matrix,

$$
U_{N}=\left(\begin{array}{ccccc}
u_{0,0} & u_{0,1} & & &  \tag{4}\\
& u_{1,1} & \ddots & & \\
& & \ddots & \ddots & \\
& & & \ddots & \ddots \\
& & & u_{N-2, N-2} & u_{N-2, N-1} \\
& & & & u_{N-1, N-1}
\end{array}\right)
$$

Under the above conditions, the matrices $L_{N}$ and $U_{N}$ are uniquely determined.

On the other hand, the Darboux factorization for a semi-infinite lower triangular $(p+1)$-banded matrix $L$ was introduced and analyzed in [2]. Assuming

$$
L=\left(\begin{array}{cccccc}
1 & & & & &  \tag{5}\\
l_{1,0} & 1 & & & & \\
\vdots & \vdots & \ddots & & & \\
\vdots & \vdots & \ddots & \ddots & 1 & \\
l_{p, 0} & l_{p, 1} & \ldots & l_{p, p-1} & \\
0 & l_{p+1,1} & \ldots & \ldots & l_{p+1, p} & 1 \\
\vdots & \ddots & \ddots & & \ddots & \ddots
\end{array}\right)
$$

and $l_{p+i, i} \neq 0$ for $i=0,1, \ldots$, the existence of $p$ bi-diagonal semi-infinite matrices $L^{(i)}, i=1,2, \ldots, p$,

$$
L^{(i)}=\left(\begin{array}{cccc}
1 & & & \\
\gamma_{i+1} & 1 & & \\
& \gamma_{p+i+2} & 1 & \\
& & \gamma_{2 p+i+3} & \ddots \\
& & & \ddots
\end{array}\right), \quad \gamma_{j p+i+j+1} \neq 0, j=0,1, \ldots
$$

verifying

$$
\begin{equation*}
L=L^{(1)} L^{(2)} \cdots L^{(p)} \tag{6}
\end{equation*}
$$

was proved. When $p \geq 2$ this decomposition is not unique, since it depends on the choice of the set of entries

$$
\begin{array}{cccc}
\gamma_{2} & \cdots & \gamma_{p-1} & \gamma_{p} \\
\gamma_{p+3} & \cdots & \gamma_{2 p} &  \tag{7}\\
\vdots & . & \\
\gamma_{p(p-1)} & &
\end{array}
$$

(see Table 1). In this note we show that this factorization can be used in the case of finite matrices. As a consequence, a new method is provided to solve a linear system (1).

If $p=1$ we have that $L=L^{(1)}$ is a bi-diagonal matrix. In this case our method is reduced to the resolution of a tridiagonal system (1) using the classical $L U$ decomposition (see [9]). Therefore, we assume $p \geq 2$ in the sequel.

In Section 2, we analyze the effect of the Darboux factorization on finite banded Hessenberg matrices. This factorization is applied in Section 3 to obtain the solution of finite banded systems, leading to the new method. Some examples are giving in Section 4 to illustrate the proposed method and, finally, some conclusions about our work are comment in Section 5.

## 2. Darboux Factorization for Finite Matrices

For an infinite lower banded matrix $A$, we assume $A=L U$ where $L$ is given as in (5) and $U$ is the upper triangular bi-diagonal matrix whose main section of order $N$ is given in (4). Following [1], we assume that $L$ is decomposed as in (6). Each row in Table 1 represents the corresponding entries in that row on the diagonal of $U$ and also on each one of the factors of (6).

We consider the secondary diagonal in Table 1, this is,

$$
\gamma_{p+1}, \gamma_{2 p+1}, \ldots, \gamma_{p^{2}+1}, \gamma_{(p+1) p+1} .
$$

At the top of this secondary diagonal we see some framed entries, which are the starting data (7). Furthermore the entries of $U$ in the first column of Table 1 are well known from the $L U$ factorization. Our main aim in this section is to show that each one of the rest of the entries can be determined from the previous rows.

Table 1. Factors of $L$

| $U$ | $L^{(1)}$ | $L^{(2)}$ | $\cdots$ | $L^{(p-s)}$ | ... | $L^{(p-2)}$ | $L^{(p-1)}$ | $L^{(p)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{1}$ | $\gamma_{2}$ | $\gamma_{3}$ | $\ldots$ | $\gamma_{p-s+1}$ | $\ldots$ | $\gamma_{p-1}$ | $\gamma_{p}$ | $\gamma_{p+1}$ |
| $\gamma_{p+2}$ | $\gamma_{p+3}$ | $\gamma_{p+4}$ | $\ldots$ | $\gamma_{2 p-s+2}$ | $\ldots$ | $\gamma_{2 p}$ | $\gamma_{2 p+1}$ | $\gamma_{2 p+2}$ |
| $\gamma_{2 p+3}$ | $\gamma_{2 p+4}$ | $\gamma_{2 p+5}$ | $\ldots$ | $\gamma_{3 p-s+3}$ | $\ldots$ | $\gamma_{3 p+1}$ | $\gamma_{3 p+2}$ | $\gamma_{3 p+3}$ |
| ! | $\vdots$ | ! |  | $\vdots$ |  | $\vdots$ | $\vdots$ | : |
| $\gamma(s-1) p+s$ | $\gamma_{(s-1) p+s+1}$ | $\gamma(s-1) p+s+2$ | $\ldots$ | $\gamma_{s p}$ | $\ldots$ | $\gamma_{s p+s-2}$ | $\gamma_{s p+s-1}$ | $\gamma_{s p+s}$ |
| $\gamma_{s p+s+1}$ | $\gamma_{s p+s+2}$ | $\gamma_{s p+s+3}$ | $\ldots$ | $\gamma(s+1) p+1$ | $\ldots$ | $\gamma(s+1) p+s-1$ | $\gamma_{(s+1) p+s}$ | $\gamma_{(s+1) p+s+1}$ |
| ! | $\vdots$ | $\vdots$ |  | : |  | $\vdots$ | ! | $\vdots$ |
| $\gamma(p-2) p-2$ | $\gamma_{(p-2) p-1}$ | $\gamma_{(p-2) p}$ | $\ldots$ | $\gamma(p-1) p-s-2$ | $\ldots$ | $\gamma_{(p-2) p+p-4}$ | $\gamma(p-2) p+p-3$ | $\gamma(p-2) p+p-2$ |
| $\gamma(p-1) p-1$ | $\gamma(p-1) p$ | $\gamma(p-1) p+1$ | $\ldots$ | $\gamma_{p^{2}-s-1}$ | $\ldots$ | $\gamma(p-1) p+p-3$ | $\gamma(p-1) p+p-2$ | $\gamma(p-1) p+p-1$ |
| $\gamma_{p}{ }^{2}$ | $\gamma^{2}{ }^{2}+1$ | $\gamma^{2}{ }^{2}+2$ | $\ldots$ | $\gamma_{(p+1) ~}^{\text {p-s }}$ | $\ldots$ | $\gamma_{p^{2}+p-2}$ | $\gamma_{p^{2}+p-1}$ | $\gamma_{p^{2}+p}$ |
| : | ! | : |  | : |  | $\vdots$ | $\vdots$ | $\vdots$ |

We call $s$-th secondary diagonal, $s=1,2, \ldots$, the set given by the entries

$$
\gamma_{s p+s}, \gamma_{(s+1) p+s}, \ldots, \gamma_{(s+p-1) p+s}, \gamma_{(s+p) p+s}
$$

in Table 1. In particular, for $s=1$ we have the previously called secondary diagonal. In the following, for each fixed $i \in \mathbb{N}$, we show that the $i$-th secondary diagonal is determined in terms of the previous $s$-th secondary diagonals, $s=1,2, \ldots, i-1$, and the starting data (7). Furthermore, we will see that each entry of this $i$-th secondary diagonal in the $k$-th row is obtained exclusively in terms of such entries that are in the rows $1,2, \ldots, k$.

From [1, (35)], we have

$$
\begin{aligned}
\delta_{k}^{(i)} \gamma_{(k+i+1) p+i}= & a_{k+i+1, i-1} \\
& -\sum_{\widetilde{E}_{k+2}^{(0)}} \gamma_{(i-2) p+i+i_{1}-1} \gamma_{(i-1) p+i+i_{2}-1} \cdots \gamma_{(k+i) p+i+i_{k+3}-1} \\
& k=-1,0, \ldots, p-2
\end{aligned}
$$

where

$$
\begin{equation*}
\delta_{k}^{(i)}=\gamma_{(i-1) p+i} \gamma_{i p+i} \cdots \gamma_{(k+i) p+i} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{E}_{k+2}^{(0)}=\left\{\left(i_{1}, \ldots, i_{k+3}\right): k+3 \leq i_{k+3} \leq \cdots \leq i_{1} \leq p+1, i_{k+3}<p+1\right\} \tag{9}
\end{equation*}
$$

For each $k=-1,0, \ldots, p-2$, the entry $\gamma_{(k+i+1) p+i}$ is in the $(i+k+1)$-th row and $i$-th secondary diagonal. Since (8), we can express this entry in terms of $\delta_{k}^{(i)}$ and

$$
\begin{equation*}
\gamma_{(i-2) p+i+i_{1}-1}, \gamma_{(i-1) p+i+i_{2}-1}, \ldots, \gamma_{(k+i) p+i+i_{k+3}-1}, \tag{10}
\end{equation*}
$$

when $\left(i_{1}, \ldots, i_{k+3}\right) \in \widetilde{E}_{k+2}^{(0)}$.

Firstly, from (8), we see that $\delta_{k}^{(i)}$ is computed from the entries of the same $i$-th secondary diagonal that is in the rows $i, i+1, \ldots, i+k$.

Second, we analyze the entries (10), this is,

$$
\begin{equation*}
\gamma_{(r+i) p+i+i_{r+3}-1}, \quad r=-2,-1, \ldots, k \tag{11}
\end{equation*}
$$

If $r \leq k-1$ then, taking into account (9),

$$
(r+i) p+(i+1) \leq(r+i) p+i+i_{r+3}-1 \leq(r+i+1) p+i
$$

Hence $\gamma_{(r+i) p+i+i_{r+3}-1}$ is in some row of Table 1 before the $(r+i-1)$-th row. Moreover, when $\gamma_{(r+i-1) p+i+i_{r+2}-1}$ is in the $j$-th column, then $\gamma_{(r+i) p+i+i_{r+3}-1}$ is in the $(j-1)$-th column or some previous column of the following row. Therefore, if $\gamma_{(r+i-1) p+i+i_{r+2}-1}$ is at the top of the $i$-th secondary diagonal, the same is true for $\gamma_{(r+i) p+i+i_{r+3}-1}$. Finally, for $r=k$ in (11) the situation is similar but now $\gamma_{(r+i) p+i+i_{r+3}-1}$ $=\gamma_{(k+i) p+i+i_{k+3}-1}$ is in the $(k+i-1)$-th row and not in the $i$-th secondary diagonal, because $(r+i) p+i+i_{k+3}-1<(r+i+1) p+i$. (Just, the entry of this row in the $i$-th secondary diagonal is that we want to compute.)

In summary, each entry in the $i$-th secondary diagonal of Table 1 is obtained with the entries of the previous rows that are at the top of the $i$-th secondary diagonal. Translating this reasoning into matrices $L^{(1)}, \ldots, L^{(p)}, U$, we deduce that the entry in the row $i$ of $L^{(s)}, s=1, \ldots, p$, is obtained using only the rows $1,2, \ldots, i$ of $L^{(1)}, \ldots, L^{(s)}, U$. As a consequence, $\left(L^{(1)} \cdots L^{(p)} U\right)_{n}=L_{n}^{(1)} \cdots L_{n}^{(p)} U_{n}, n \in \mathbb{N}$. In particular,

$$
\left(L^{(1)} \cdots L^{(p)} U\right)_{N}=L_{N}^{(1)} \cdots L_{N}^{(p)} U_{N}
$$

From this and from the well-known fact that $(L U)_{N}=L_{N} U_{N}$, we obtain

$$
\begin{equation*}
\left(L^{(1)} \cdots L^{(p)}\right)_{N}=L_{N}^{(1)} \cdots L_{N}^{(p)} \tag{12}
\end{equation*}
$$

## 3. Darboux Factorization and Banded Systems

As a consequence of (12), it is possible to use the Darboux factorization for finite matrices. In other words, if there exists the $L U$ factorization for the coefficients matrix $A_{N}$ in system (1), then we have

$$
\begin{equation*}
A_{N}=L_{N}^{(1)} \cdots L_{N}^{(p)} U_{N} \tag{13}
\end{equation*}
$$

and we can define

$$
X^{(i)}= \begin{cases}L_{N}^{(i+1)} \cdots L_{N}^{(p)} U_{N} X, & i=1, \ldots, p-1 \\ U_{N} X, & i=p .\end{cases}
$$

Thereby, (1) is reduced to solve iteratively the following $p+1$ simple triangular systems

$$
\left\{\begin{array}{l}
L_{N}^{(1)} X^{(1)}=b  \tag{14}\\
L_{N}^{(k)} X^{(k)}=X^{(k-1)}, \quad k=2, \ldots, p \\
U_{N} X=X^{(p)}
\end{array}\right.
$$

In fact, the first $p$ of these systems (corresponding to $L_{N}^{(k)} X^{(k)}=X^{(k-1)}$, $k=1, \ldots, p$, with $X^{(0)}=b$ ) can be solved by forward substitution and the last one (corresponding to $U_{N} X=X^{(p)}$ ) can be solved by backward substitution.

We assume (2), where $L_{N}$ and $U_{N}$ are given by (3) and (4), respectively. With the purpose of derive an algorithm to obtain the decomposition (13), we write the entries of $L_{N}$ verifying this decomposition, this is,

$$
l_{m, m-k}=\sum_{1 \leq \sigma_{1}<\cdots<\sigma_{k} \leq p}\left(\prod_{j=1}^{k} \gamma_{(m-j) p+\sigma_{j}+m-j+1}\right), k=1, \ldots, p .
$$

We recall that the matrix $U_{N}$ is known from the $L U$ factorization of $A_{N}$. Therefore, we only need to determine the entries $\gamma_{(m-1) p+m+i}$, which are, for $m=1,2, \ldots, N-1$, in each row of matrices $L_{N}^{(i)}, i=1,2, \ldots, p$. Therefore,

$$
\begin{align*}
l_{m, m-k}= & \sum_{\substack{1 \leq \sigma_{1}<\cdots<\sigma_{k} \leq p \\
\sigma_{1} \neq p-k+1}}\left(\prod_{j=1}^{k} \gamma_{(m-j) p+\sigma_{j}+m-j+1}\right) \\
& +\gamma_{m(p+1)-k+1} \prod_{j=2}^{k} \gamma_{(m-j+1) p-k+m+1}, k=1, \ldots, p . \tag{15}
\end{align*}
$$

Besides, because we are assuming $a_{m, m-p} \neq 0$, then all the entries of $L^{(s)}, s=1, \ldots, p$, that are not starting data are necessarily nonzero. This is, $\gamma_{(j-1) p+s+j} \neq 0$ for $s=1, \ldots, p, j=1,2, \ldots$ Thus, defining

$$
\begin{equation*}
\Gamma_{s}:=\prod_{j=2}^{p-s+1} \gamma_{(m-j) p+m+s}, \quad s=1, \ldots, p \tag{16}
\end{equation*}
$$

(with $\Gamma_{p}=1$ ) we have $\Gamma_{s} \neq 0$ and, from this and (15), taking $k=p-s+1$ for $s=1, \ldots, p$, we can write
$\gamma_{(m-1) p+m+s}=\left(l_{m, m-p+s-1}-\sum_{\substack{1 \leq \sigma_{1}<\cdots<\sigma_{p-s+1} \leq p \\ \sigma_{1} \neq s}} \prod_{j=1}^{p-s+1} \gamma_{(m-j) p+\sigma_{j}+m-j+1}\right) / \Gamma_{s}$.

Thereby, when all the entries $\gamma_{(k-1) p+k+s,} s=1,2 \ldots, p, k=1,2, \ldots$, $m-1$, have been calculated, $\gamma_{(m-1) p+m+s}$ can be computed using (16)-(17).

In this way, from the starting data (7) we get row by row those of Table 1. If $a \rightarrow b$ means that $b$ is obtained from $a$, in schematic form, we write

$$
\begin{aligned}
& \rightarrow \gamma_{p+1} \\
& \rightarrow \gamma_{2 p+1} \rightarrow \gamma_{2 p+2} \\
& \rightarrow \gamma_{3 p+1} \rightarrow \gamma_{3 p+2} \rightarrow \gamma_{3 p+3} \\
& \vdots \\
& \rightarrow \gamma_{p^{2}+1} \rightarrow \gamma_{p^{2}+2} \rightarrow \cdots \rightarrow \gamma_{p^{2}+p} \\
& \vdots \\
& \rightarrow \gamma_{(N-2) p+N} \rightarrow \gamma_{(N-2) p+N+1} \rightarrow \cdots \rightarrow \gamma_{(N-1) p+N-1} .
\end{aligned}
$$

Remark 1. The free parameters in Table 1, corresponding to the starting data, are characterized by

$$
\gamma_{i p+j}, \quad j<i .
$$

These parameters are not involved in the computation of value $\Gamma_{s}$ in (16). Hence it is possible to take $\gamma_{i p+j}=0$ for $j<i$. This fact will be used in the sequel section, simplifying the computation of $L^{(i)}, i=1, \ldots, p$, and, consequently, making it easier to solve (1). We recall that we are assuming a unique solution for (1), although it is possible to obtain it through the non-unique systems (14) because of the existence of non-unique factors $L^{(i)}, i=1, \ldots, p$.

## 4. Numerical Results

In this section, we illustrate with some examples the proposed factorization and its application to solving banded systems. The numerical experiments carried out in Matlab R2020b on a PC equipped with an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-8550U (CPU @ $1.80 \mathrm{GHz}-1.99 \mathrm{GHz}$ ).

Take a linear system (1), where we are assuming that $A_{N}$ is a finite Hessenberg $(p+2)$-banded matrix. Consider (2), with $L_{N}$ and $U_{N}$ as in (3) and (4), respectively. Our first step is obtaining the factors $L_{N}^{(i)}, i=1, \ldots, p$ such that

$$
\begin{equation*}
L_{N}=L_{N}^{(1)} L_{N}^{(2)} \cdots L_{N}^{(p)} \tag{18}
\end{equation*}
$$

In order to implement this decomposition we define the matrix $R$ whose entries $\gamma_{i}$ are the values of the free parameters (7),

$$
R=\left(\begin{array}{cccc}
\gamma_{2} & \cdots & \gamma_{p-1} & \gamma_{p}  \tag{19}\\
\gamma_{p+3} & \cdots & \gamma_{2 p} & 0 \\
\vdots & \therefore & \therefore & \vdots \\
\gamma_{p(p-1)} & 0 & \cdots & 0
\end{array}\right) .
$$

We underline that here the entries $\gamma_{i}$ in $R$ are arbitrary, although in the next step we take $R=0_{p-1}$ the matrix of order $p-1$ whose entries are all equal to 0 .

The factorization (18) can be obtained using the following Matlab code:

Listing 1. Factorization of $L$ in terms of $L^{(1)} \cdots L^{(p)}$

```
function[L1] =fac_L(L,R,p)
N=length(L) ;
L1=eye (N) ;
l=eye (N);
for k=\emptyset:p-1
    S=eye (N);
    if (p==1)
        L1=L;
    M=L1;
                break
end
if(p-1-k>0)
    S(2:N+1:(p-1-k)*N)=R([1:p-1-k],k+1);
end
    if(k<p-1)
                for t=1:p-k-1
                    L(t+1, [1:t+k] ) =L(t+1, [1:t+k]) -S (t+1,t) *L(t, [1:t+k]);
        end
    end
        for i= \emptyset:N-(p+1-k)
                        l(p+1-k+i,p-k+i)=L(p+1-k+i,i+1)/L(p-k+i,i+1);
                    L (p+1-k+i, [i+1:i+p+1-k]) =L (p+1-k+i, [i+1:i+p+1-
                    k])-l(p+1-k+i,p-k+i).*L(p-k+i, [i+1:i+p+1-k]);
        S(p+l-k+i,p-k+i)=l(p+1-k+i,p-k+i);
    end
    L1 (:, :,k+1)=S;
end
end
```

The number of operations required on the loops are $2(t+k)$ and $2(p-k)+3$, respectively. Hence the total cost is given by

$$
\begin{aligned}
\operatorname{Cost}(N, p)= & \sum_{k=0}^{p-2}\left(\sum_{t=1}^{p-k-1} 2(t+k)\right)+\sum_{k=0}^{p-2}\left(\sum_{i=0}^{N-(p-k+1)}(2(p-k)+3)\right) \\
= & \frac{p(p-1)(2 p-1)}{3}+(p-1)(N-p)(2 p+3) \\
& +(p-1)(p-2) \frac{(8 p-6 N+15)}{6} .
\end{aligned}
$$

In particular, if we take all the free parameters (7) as $\gamma_{i p+j}=0$, this is, $R=0_{p-1}$, the lines 12 to 14 of the above code are simplify and the computational cost is reduced to

$$
(p-1)(N-p)(2 p+3)+(p-1)(p-2) \frac{(8 p-6 N+15)}{6} .
$$

Taking into account this fact, with the goal to solve the linear system (1) we assume $R=0_{p-1}$ in the sequel.

We can use the classical $L U$ decomposition to obtain (2) and then to apply (18) using the above code. However, with a similar structure to used there, it is possible to find directly (13) without to have to know $U_{N}$ previously. This is done in the following code, where, from $A_{N}$ and $b$, the matrices $L_{N}^{(i)}, i=1, \ldots, p$, and the solution $x$ of (1) are obtained. Moreover, the error $\left\|A_{N} x-b\right\|$ is computed (here and in the sequel we use the Euclidean norm $\|\cdot\|)$.

Listing 2. Solution of the system $A x=b$

```
function [L, U, x, r] =Sband (A,b)
N=length(A) ;
y=b;
U=A;
x=zeros(N,1);
L=eye (N); ;
for s=1:N
    if A([s:N],1)==zeros(N-s+1,1)
        t=s-1;
        break
        end
    end
p=t-1;
for k=\emptyset:p-1
    L (:, :,k+1) =eye (N);
            for i=\emptyset:N-(p+1-k) %computation of matrices L^(i).
                    L (p+1-k+i,p-k+i,k+1)=U(p+1-k+i,i+1)/U (p-k+i,i+1);
                    U(p+1-k+i, [i+1:i+p+1-k]) =U (p+1-k+i, [i+1:i+p+1-
                    k]) -L (p+1-k+i,p-k+i,k+1) *U(p-k+i, [i+1:i+p+1-k]);
            end
for t=2+p-(k+1):N
    y(t)=y(t)-L(t,t-1,k+1)*y(t-1); %forward substitution.
end
end
x(N)=Y(N)/U(N,N);
for s=N-1:-1:1
x(s)=(y(s)-U(s,s+1)*x(s+1))/U(s,s);%backward substitution.
end
r=norm(A*x-b);
end
```

The number of operations required in the inner loops are $2(p-k)+3$ and 2, respectively. Moreover in the external loop we have 3 operations. Hence the operational count is

$$
\begin{aligned}
\operatorname{Cost}(N, p) & =1+\sum_{s=1}^{N-1} 3+\sum_{k=0}^{p-1}\left(\sum_{i=0}^{N-(p-k+1)}(2(p-k)+3)+\sum_{t=p-k+1}^{N} 2\right) \\
& =3 N-2+(2 p+4)(N-p) p+(p-1) p \frac{(8 p-6 N+14)}{6}
\end{aligned}
$$

In the rest of this section we give some examples where we apply the above programs to show the proposed method.

Example 1. Let $L_{N}$ be a lower triangular matrix of order $N$ obtained by using Matlab as

$$
L_{N}=\operatorname{triu}(\operatorname{tril}(\operatorname{rand}(N),-1),-p)+\operatorname{eye}(N)
$$

In this example, taking $p=3$ and $N=6$, we obtain
$L_{6}=\left(\begin{array}{cccccc}1.0000 e+00 & 0 & 0 & 0 & 0 & 0 \\ 6.8893 e-01 & 1.0000 e+00 & 0 & 0 & 0 & 0 \\ 9.4602 e-01 & 6.1273 e-01 & 1.0000 e+00 & 0 & 0 & 0 \\ 8.7354 e-01 & 3.0081 e-01 & 7.0870 e-01 & 1.0000 e+00 & 0 & 0 \\ 0 & 7.9814 e-01 & 9.9293 e-01 & 8.0991 e-01 & 1.0000 e+00 & 0 \\ 0 & 0 & 1.6248 e-01 & 1.8676 e-01 & 2.7750 e-02 & 1.0000 e+00\end{array}\right)$.

Using the code of fac_L $(L, R, p)$ with $R=\left(\begin{array}{ll}1 & 2 \\ 1 & 0\end{array}\right)$ we arrive to $L_{6}=L_{6}^{(1)} L_{6}^{(2)} L_{6}^{(3)}$, where
$L_{6}^{(1)}=\left(\begin{array}{cccccc}1.0000 e+00 & 0 & 0 & 0 & 0 & 0 \\ 1.0000 e+00 & 1.0000 e+00 & 0 & 0 & 0 & 0 \\ 0 & 1.0000 e+00 & 1.0000 e+00 & 0 & 0 & 0 \\ 0 & 0 & 6.9489 e-01 & 1.0000 e+00 & 0 & 0 \\ 0 & 0 & 0 & 1.4004 e+00 & 1.0000 e+00 & 0 \\ 0 & 0 & 0 & 0 & 1.6689 e-01 & 1.0000 e+00\end{array}\right)$,
$L_{6}^{(2)}=\left(\begin{array}{cccccc}1.0000 e+00 & 0 & 0 & 0 & 0 & 0 \\ 2.0000 e+00 & 1.0000 e+00 & 0 & 0 & 0 & 0 \\ 0 & -5.4394 e-01 & 1.0000 e+00 & 0 & 0 & 0 \\ 0 & 0 & 3.6377 e+00 & 1.0000 e+00 & 0 & 0 \\ 0 & 0 & 0 & -2.6865 e-01 & 1.0000 e+00 & 0 \\ 0 & 0 & 0 & 0 & -8.8640 e-01 & 1.0000 e+00\end{array}\right)$,
$L_{6}^{(3)}=\left(\begin{array}{cccccc}1.0000 e+00 & 0 & 0 & 0 & 0 & 0 \\ -2.3111 e+00 & 1.0000 e+00 & 0 & 0 & 0 & 0 \\ 0 & 1.5667 e-01 & 1.0000 e+00 & 0 & 0 & 0 \\ 0 & 0 & -3.6239 e+00 & 1.0000 e+00 & 0 & 0 \\ 0 & 0 & 0 & -3.2187 e-01 & 1.0000 e+00 & 0 \\ 0 & 0 & 0 & 0 & 7.4727 e-01 & 1.0000 e+00\end{array}\right)$.

In fact, computing $L_{6}^{(1)} L_{6}^{(2)} L_{6}^{(3)}$ and compare with $L_{6}$, we see the error

$$
\left\|L_{6}-L_{6}^{(1)} L_{6}^{(2)} L_{6}^{(3)}\right\|=2.8448 e-16
$$

which is very close to the machine epsilon in Matlab.
Example 2. As in Example 1, $L_{N}$ is generated as

$$
L_{N}=\operatorname{triu}(\operatorname{tril}(\operatorname{rand}(N),-1),-p)+\operatorname{eye}(N)
$$

Now we use fac_L $(L, R, p)$ with $R=O_{p-1}$ and we study the error $\left\|L_{N}-L_{N}^{(1)} \cdots L_{N}^{(p)}\right\|$ for several values of $p$ and $N$. The results are summarized in the following table:

Table 2. Error $\left\|L_{N}-L_{N}^{(1)} \cdots L_{N}^{(p)}\right\|$ for several values of $N$ and $p$

| $N$ | $p$ | Error |
| :---: | :---: | :---: |
| 100 | 2 | $5.9962 \mathrm{e}-15$ |
| 100 | 49 | $4.6883 \mathrm{e}-12$ |
| 100 | 69 | $9.8936 \mathrm{e}-12$ |
| 100 | 94 | $4.3101 \mathrm{e}-11$ |$\quad$| $N$ | $P$ | Error |
| :---: | :---: | :---: |
| 200 | 2 | $2.7756 \mathrm{e}-15$ |
| 200 | 99 | $6.7055 \mathrm{e}-11$ |
| 200 | 149 | $1.2626 \mathrm{e}-10$ |
| 200 | 194 | $3.9741 \mathrm{e}-11$ |
| 300 | 2 | $2.2204 \mathrm{e}-15$ |
| 300 | 99 | $6.2859 \mathrm{e}-11$ |
| 300 | 199 | $7.2198 \mathrm{e}-10$ |
| 300 | 294 | $1.0849 \mathrm{e}-10$ |

In the following examples, the Matlab function $\operatorname{Sband}(A, b)$ defined in the second program is used to solve the linear banded system (1).

Example 3. Let $A_{N}$ be the $(p+2)$-banded Hessenberg matrix of order $N \times N$ generated with the Matlab command $A_{N}=\operatorname{triu}(\operatorname{tril}(\operatorname{rand}(N), 1),-p)$, and let $b$ be defined as $b=\operatorname{rand}(1, N)$. In the case $p=3$ and $N=5$ we have obtained $b=b_{5}=(0.5788,0.8670,0.4067,0.1126,0.4438)^{t}$ and
$A_{5}=\left(\begin{array}{ccccc}0.8487 & 0.1008 & 0 & 0 & 0 \\ 0.9168 & 0.5078 & 0.5170 & 0 & 0 \\ 0.9870 & 0.5856 & 0.1710 & 0.6559 & 0 \\ 0.5051 & 0.7629 & 0.9386 & 0.4519 & 0.3672 \\ 0 & 0.0830 & 0.5905 & 0.8397 & 0.2393\end{array}\right)$.

Then applying Sband $(A, b)$ for $A=A_{5}$ and $b=b_{5}$, we have

$$
L_{5}^{(1)}=\left(\begin{array}{ccccc}
1.0000 & 0 & 0 & 0 & 0 \\
0 & 1.0000 & 0 & 0 & 0 \\
0 & 0 & 1.0000 & 0 & 0 \\
0 & 0 & 0.5118 & 1.0000 & 0 \\
0 & 0 & 0 & 0.1791 & 1.0000
\end{array}\right)
$$

$L_{5}^{(2)}=\left(\begin{array}{ccccc}1.0000 & 0 & 0 & 0 & 0 \\ 0 & 1.0000 & 0 & 0 & 0 \\ 0 & 1.0765 & 1.0000 & 0 & 0 \\ 0 & 0 & 11.9054 & 1.0000 & 0 \\ 0 & 0 & 0 & 0.0805 & 1.0000\end{array}\right)$,
$L_{5}^{(3)}=\left(\begin{array}{ccccc}1.0000 & 0 & 0 & 0 & 0 \\ 1.0803 & 1.0000 & 0 & 0 & 0 \\ 0 & 0.0975 & 1.0000 & 0 & 0 \\ 0 & 0 & -12.4810 & 1.0000 & 0 \\ 0 & 0 & 0 & 2.9126 & 1.0000\end{array}\right)$,
$U=\left(\begin{array}{ccccc}0.8487 & 0.1008 & 0 & 0 & 0 \\ 0 & 0.3990 & 0.5170 & 0 & 0 \\ 0 & 0 & -0.4359 & 0.6559 & 0 \\ 0 & 0 & 0 & 0.4938 & 0.3672 \\ 0 & 0 & 0 & 0 & -0.9255\end{array}\right)$.

Table 3. Error $\left\|A_{N} x-b\right\|$ solving the system

| $N$ | $p$ | $\left\\|A_{N} x-b\right\\|$ | $\operatorname{Cond}\left(A_{N}\right)$ |
| :---: | :---: | :---: | :---: |
| 100 | 2 | $7.9062 \mathrm{e}-12$ | $1.1798 \mathrm{e}+05$ |
| 100 | 9 | $1.9265 \mathrm{e}-12$ | $8.6089 \mathrm{e}+07$ |
| 100 | 49 | $1.0565 \mathrm{e}-06$ | $4.0811 \mathrm{e}+09$ |
| 100 | 69 | $1.1231 \mathrm{e}-06$ | $3.2712 \mathrm{e}+09$ |
| 100 | 94 | $3.7707 \mathrm{e}-06$ | $1.4124 \mathrm{e}+11$ |
| 200 | 2 | $2.6245 \mathrm{e}-06$ | $1.9270 \mathrm{e}+11$ |
| 300 | 2 | $9.8204 \mathrm{e}-05$ | $3.0101 \mathrm{e}+12$ |

We obtained the approximate solution $x=(0.8481,-1.3984$, $1.5465,0.1892,-2.1404)^{t}$ with an error $\left\|A_{5} x-b_{5}\right\|=3.5544 e-16$.

Example 4. As in Example 3, $A_{N}$ is a $(p+2)$-banded Hessenberg matrix generated with the Matlab command $A_{N}=\operatorname{triu}(\operatorname{tril}((N), 1),-p)$, and $b$ is generated as $b=\operatorname{rand}(1, N)$. We use the code of $\operatorname{Sband}(\mathrm{A}, \mathrm{b})$ to obtain the approximate solution $x$ and we compute the error $\left\|A_{N} x-b\right\|$ for several values of $N$ and $p$. We summarize the results in the Table 3, where the last column indicates the condition number of $A_{N}$.

## 5. Conclusions

In this paper a method to solve banded linear systems is proposed, which is based on the decomposition of the matrix of coefficients in product of bi-diagonal matrices. This new method (14) is an extension of the classical method commonly used to solve tridiagonal systems based in the $L U$ factorization of the coefficients matrix (see [9]).

One remarkable advantage of the new method is its low computational cost. Several numerical experiments have been given, showing this fact and the excellent results obtained.

Although in this paper only the case of Hessenberg matrices is studied, the method is easily extended to general banded matrices. In fact, if $A_{N}$ is a banded matrix, but not a Hessenberg matrix, then its $L U$ factorization leads to a $(q+1)$-banded upper triangular matrix $U_{N}$ and, making use of the same idea of this work, the lower triangular matrix $U_{N}^{T}$ can be decomposed as a product of bi-diagonal lower triangular matrices. This is,

$$
U_{N}^{T}=U_{N}^{(q)^{T}} \cdots U_{N}^{(1)^{T}}
$$

Hence

$$
A_{N}=L_{N}^{(1)} \cdots L_{N}^{(p)} U_{N}^{(1)} \cdots U_{N}^{(q)}
$$

and one algorithm similar to (14) can be applied to solve (1).
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