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Abstract 

Covid-19 epidemic have greatly increased the number of patients with lung disease, and 

physicians have difficulty assessing patients’ lung imaging with only personal experience 

and effort. To guarantee the efficiency of identification, it is necessary to establish a 

complete system for auxiliary lung disease identification. In response to the above 

problems, this paper will describe the process and results of a convolutional neural network 

(CNN) - based framework for lung disease image recognition. We randomly input image 

data using image data iterator and randomly selected a certain size of sample data for 

training in each batch. The system can identify chest X-ray images and lung CT images, 

and the identified lung diseases are Novel coronaviruses, Community-acquired pneumonia 

(CAP), and Viral pneumonia. The experimental test results of the classification system for 
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image recognition in lung diseases have a high correct rate of 98.9%. From the 

experimental results, it is suggested that this system can assist physicians to complete the 

evaluation of lung imaging. 

Keywords: Covid-19, convolutional neural networks, deep learning, lung 

diseases image recognition classification system. 

___________________________________________________________________ 

1. Introduction 

About 40 years have passed since 1980 when machine learning began 

to be known as an independent direction. Machine learning techniques 

are well recognized and effective tools for signal processing and image 

processing by medical researchers. Zoabi et al. [1] studied the prediction 

of Covid-19 diagnosis based on basic symptoms, but novel coronavirus is a 

single-stranded RNA virus [2], prone to mutation, and the corresponding 

symptoms will change. Zoabi et al. method has too many uncertain 

factors, not suitable for large-scale promotion. Yuki et al. [3] found that in 

addition to Covid-19 has respiratory symptoms, thrombosis and 

pulmonary embolism are also observed in severe diseases, so they can be 

detected by PCR technology or CT or X-ray forms. Nucleic acid testing 

has become the norm, but clinically there is no lack of “false negative” 

patients with severe CT or X-ray examination but negative nucleic acid 

testing, Ai et al. already compared with Reverse Transcription-

Polymerase Chain Reaction (RT-PCR) [4], lung CT imaging is a more 

reliable, practical and rapid method to diagnose Covid-19. Compared to 

RT-PCR. The combination of lung CT and chest X-ray for comprehensive 

analysis and diagnosis can greatly improve the accuracy. For manual 

diagnosis, most doctors use manual Region of Interest (ROI) delineation. 

This approach is less efficient, high labor cost. Against the identification 

of images of a large number of “false-negative” patients. Xu et al. [5] 

found that models could be trained through machine learning, which 

helped the doctors quickly to detect and identify pneumonia lesions. To 

provide information about the diagnosis of the disease and accelerate the 
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identification of patient symptoms, Oulefki et al. [6] introduces the value 

of an automated tool for the measurement of Covid-19 pulmonary 

infection using chest CT image segmentation and recognition system to 

improve the diagnostic and evaluation efficiency of primary physicians. 

Yang et al. [7] used CNN to analyze 152 CT images of Covid-19 patients 

and achieved 89% accuracy in Covid-19 patient prediction. Wang et al. [8] 

used 1065 CT images (740 Covid-19 negative and 325 Covid-19 positive) 

as a dataset for training and achieved 85.2% accuracy in correctly 

predicting patients with Covid-19. Afshar et al. [10] included chest 

radiographs from Covid-19 patients as a positive dataset and chest 

radiographs from common pneumonia and normal people as a negative 

dataset, the accuracy of the training using the capsule network [9] is 

about 95%. Roberts et al. [11] studied 62 papers based on machine 

learning to validate COVID-19, and the review found that most of the 

models were at high risk of bias, probably because the dataset contains a 

mixture of medical images from children and adults. All of the datasets in 

our study were medical images of adults used. However, only lung CT 

images or chest radiographs could be identified in these studies, and it is 

impossible to achieve multiple imaging types of lung disease 

identification from lung CT images and chest X-rays simultaneously. 

While our study can detect both lung CT images and chest radiograph at 

the same time and correctly identify lung diseases, which can better 

reduce the burden on physicians and elevate the correct rate of 

assessment. Even primary hospitals with limited medical resources can 

diagnose multiple detection images with the aid of auxiliary pre 

diagnostic tools, further improving the diagnosis and evaluation efficiency 

of primary physicians.  

2. Materials and Methods  

This paper trains three models (including Model 1, Model 2, Model 3) 

using TensorFlow Deep Learning Frameworks [12] and PaddlePaddle 

[13].  
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2.1. Model 1 for identifying chest X-ray images and lung CT 

images 

Data sets a total of 3300 images were acquired, 1650 each for chest 

radiographs and CT images, and 40% of the images were randomly 

selected as test set data by custom functions. The remaining 60% of the 

data set was used as the training set. After classification, images were 

preprocessed using imagedatagenerator with batch size of 16 as best, not 

too large or too small, batch size too large makes training time too long 

and loss function value difficult to drop. Too small a batch size would 

make individual features repeated, prone to overfitting. The number of 

images with batch size 16 was randomly selected, followed by 

normalization and rotation before transferring the image data to the 

convolutional neural network for model training.  

Convolutional neural networks are constructed, after thousands of 

experiments, as shown in Figure 1, the model takes the form of 

convolutional layer maximum pooling layer full connected layer. 

Interpolation of images was calculated to image data for 128 × 128 and 

divided by 255 to normalize to input data.  

 

Figure 1. Basic structure of the CNN in Model 1. Image dataset from 

PaddlePaddle. The convolutional layer was two layers (convolution core 

size is 3 × 3), two layers of maximum pooling layer (pooling core size is 2 × 2), 

and the 64 groups of neurons in the fully connected layer had the shortest 

training time and the highest accuracy.  
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Besides, overfitting phenomenon can easily happen during training 

when dataset data is small, so we use keras.dropout(). When designing 

convolutional neural networks, each neuron is a single feature learned by 

the machine, and each layer of neurons is a combination of features 

learned by the machine. When the data set is small, there are many 

repetitions and redundancies among the single features learned by each 

neuron, resulting in overfitting, while the dropout function directly 

reduces the number of single features, thus reducing feature repetition 

and redundancy, preventing overfitting, and improving model 

generalization.  
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Figure 2. In the case of the same learning rate. The image A is the model 

training process without the dropout function. There is overfitting in the 

image A. On the image B is a model with a dropout function with a value 

of 0.4, and the overfitting phenomenon in the image B has been 

significantly alleviated.  
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In this study, the optimizers used categorical crossentropy to match 

the softmax activation function. Loss uses adagrad, whose full name is 

adaptive gradient. The adagrad algorithm adapts the learning rate of 

parameters automatically, the direction of parameters with large 

gradients slows the learning rate, the direction of parameters with small 

gradients accelerates the learning rate, and adagrad can greatly improve 

the robustness of SGD (a system or organization has the performance to 

resist or overcome unfavourable conditions). Metrics was assessed using 

the accuracy function. Results as shown in Figure 3, the model loss has 

successfully converged, the training set and test set accuracy rates both 

reached over 99%, and the model data were saved. Training on this model 

was completed.  

 

Figure 3. Training process of Model 1. The initial learning rate was 0.03, 

the number of trainings was 50, and the model was saved after the 

completion of training, the learning rate was changed to 0.01, and the 

number of trainings was 50.  
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2.2. Model 2 is able to identify three types of CT images of Covid-

19, community-acquired pneumonia (CAP) and normal people  

A total of 2700 images were present in the dataset. The CT images of 

Covid-19, CAP, and normal people were all 900. The remaining 60% of 

the data set was used as the training set. We randomly selected 40% of 

the images as test set data by a custom function. The remaining 60% of 

the data set was used as the training set. Once classification is complete, 

images are preprocessed again using the imagedatagenerator, which 

automatically generates a label value (one for each folder) for the training 

data. Batch sizes have been tested many times and either batch sizes too 

large or too small can affect training, as shown in Figure 4. It was 

experimentally found that the best training learning rate is best when the 

batch size is 32, which is discussed below.  
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Figure 4. Image A is a case where the batch size is too large, the 

resulting image features are too many, the training time is too long, and 

it is difficult to converge. Image B is a case where the batch size is too 

small and individual features too repetitive, overfitting has occurred.  
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Construction of convolutional neural networks. Interpolation of 

images was calculated to image data for 128 × 128 and divided by 255 to 

normalize to input data. After thousands of experiments, the 

convolutional neural network structure shown in Figure 5 was found to 

have the shortest training time and the best effect.  

 

Figure 5. Basic structure of the CNN in Model 2. Image dataset from 

PaddlePaddle. The convolutional layer is three layers (convolution core size is 

3 × 3), three layers of maximum pooling layers (pooling core size is 2 × 2), and 

the 64 groups of neurons are fully connected layers.  

The training process of Model 2 was also prone to overfitting 

(extremely high accuracy in the training set and poor accuracy in the test 

set). The dropout function has a value of 0.5 to prevent overfitting. The 

optimizers used Categorical crossentropy to match the softmax activation 

function. Loss uses adagrad. Metrics was assessed using the accuracy 

function. As shown in Figure 6, loss has successfully converged (the 

average fluctuation value of the loss function value is less than 0.05), the 

accuracy of the training set and the test set reached more than 98%, the 

model data were saved, and the model training was completed. 
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Figure 6. The training process for Model 2. The initial learning rates 

were 0.05 and 100 training epochs, respectively, and the trained model 

was saved. The learning rate becomes 0.005 and the number of trainings 

is 100.  

2.3. Model 3 is able to identify three types of chest X-rays of 

Covid-19, virus pneumonia and normal people  

A total of 2400 images were present in the dataset. The chest X-rays 

images of Covid-19, Viral pneumonia, and normal people were all 800. 

40% of the images were randomly selected as test set data and the 

remaining 60% of the data set was used as training set. Image generators 

were used to preprocess images. Batch sizes trained on the model were 

tested multiple times and Model 3 training was found to work best when 

the batch size was 32. 
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Construction of convolutional neural networks. Interpolation of 

images was calculated to image data for 128 × 128 and divided by 255 to 

normalize to input data. After a hundred experiments and previous 

experiences, the structure shown in Figure 7 is the most suitable with the 

shortest training time and the highest accuracy. 

 

Figure 7. Basic structure of the CNN in Model 3. Image dataset from 

PaddlePaddle. The convolutional layer is three layers (convolution core size is 

3 × 3), three layers of maximum pooling layers (pooling core size is 2 × 2), and 

the 64 groups of neurons are fully connected layers. 

The dropout function in keras was also used in Model 3 training. The 

dropout function has a value of 0.6 to prevent overfitting. The optimizers 

used categorical crossentropy to match the softmax activation function. 

Loss uses adagrad. The metrics was assessed using the accuracy function 

the training process and Model 2 were approximately the same. As shown 

in Figure 8, loss has converged successfully and the accuracy rate of both 

the training set and the test set reached more than 98%. Model data was 

saved and model training completed.  
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Figure 8. Training process of Model 3. The initial learning rate was 0.03, 

and the number of trainings was 100. The change learning rate was 0.01, 

and the number of trainings was 100. The change-over learning rate was 

0.001, and the number of trainings was 100.  

3. Results and Discussion  

After the training of the three models, saved as three H5 files. Our 

written image detection program, three models were imported for image 

sample validation, from the experimental results, the classification 

accuracy of chest X-ray images and lung CT images in Model 1 is 99.6%. 

The accuracy of the three classifications (Covid-19, cap, normal) of Model 

2 lung CT images was 98.6%. Model 3 the accuracy of the three 

classifications of chest X-ray images (Covid-19, viral pneumonia, normal) 

reached 98.4%. After integrating the three models by a certain program, 

and then validating the fusion model, 600 image samples (300 lung CT 

images, 300 chest X-ray images) were verified. With only seven prediction 

errors. The combined identification correct rate is up to 98.9%. The lung 

disease recognition framework has basically met the need to predict these 

four types of lung diseases. 
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4. Conclusion  

The Covid-19 epidemic is still ravaging globally, and outbreak control 

efforts should not be loosened. The earlier it is detected and treated, the 

less pain the patient experiences, and prevention and diagnosis are 

particularly important. Today, with rapid advances in artificial 

intelligence, combining Covid-19 diagnosis and prevention with artificial 

intelligence technologies is key, and using deep learning techniques to 

predict Covid-19 is central to future prevention and control of Covid-19. 

In the future, identifying more lung diseases, reducing training time, and 

simplifying network structure are our next research directions.  
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