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#### Abstract

The main purpose of this work is to obtain and describe the solutions of the non-homogeneous first order linear singular differential equation of the following type: $$
A x^{p} y^{\prime}(x)+B_{x}^{q} y(x)=\delta^{(s)}(x)
$$ with $A, B$ two real numbers, $s$ and $p \in \mathbb{N}, q \in Z_{+}$, in the space of generalized functions $K^{\prime}$.

We look for the solution of this equation in the form of $y(x)=\sum_{k=0}^{N} C_{k} \delta^{(k)}(x)$ with the unknown coefficients $C_{k}$ to be determined.
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We also obtain and analyze the classical solutions of the homogeneous equation.

## 1. Introduction

The importance of differential equations as scientific tools to construct models of reality is well-known. However, sometimes solving even very simple first order linear differential equation in some specific cases may be not easy. Many scientific papers recently are devoted to considerable interest in problems concerning the existence of solutions to differential and functional differential equations (FDE) in various known spaces of generalized functions. As we notice, a lot of serious areas in theoretical and mathematical physics, theory of partial differential equations, quantum electrodynamics, operational calculus, and functional analysis use widely the methods of the distributions theory. This work is devoted to the question of the investigation of the solvability in the space of generalized functions, linear differential equations of the first order with singularity and Dirac delta function (or its derivative of some order) in the second hand side. Namely, we consider the equation of the following type:

$$
\begin{equation*}
A x^{p} y^{\prime}(x)+B x^{q} y(x)=\delta^{(s)}(x) \tag{1}
\end{equation*}
$$

where $A, B$ are real numbers and,

$$
\begin{equation*}
p \in \mathbb{N}, q, s \in \mathbb{N} \cup\{0\} \tag{2}
\end{equation*}
$$

Among others we can note similar investigations recently done by various authors as Liangprom and Nonlaopon [10], Jhanthanam [11]. We also remark, in particular following Abdourahman, see papers [12, 13-14] which contain references to previous works that it is well-known that normal linear homogeneous systems of ODE with infinitely smooth coefficients have no generalized-function solutions other than the classical solutions.

Equation (1) is studied in the space of generalized functions $K^{\prime}$. The main characteristic of such equation is the fact that beside classical solutions, the homogeneous equation (1) may admit solutions centered at zero and more, their number in the case when $p=q-1$ may be superior than the natural number $\min (q, p-1)-1$ for one and its appearance already is connected not only with $p$ and $q$, but also with coefficients $A$ and $B$. Other principal difference with the equation without singularity is the fact that despite the linearity of the Equation (1) under certain relationship between parameters, and namely, if

$$
\begin{equation*}
q=p-1, A(q+s+1)-B=0 \tag{3}
\end{equation*}
$$

the non-homogeneous equation (1) at all is not solvable (in the case $A B \neq 0)$.

In this work, we give the complete description of the solutions of Equation (1) in the space $K^{\prime}$ as for homogeneous equation and as for the non homogeneous equation (in the case of solvability).

The paper is organized as follow: In the beginning, separately we are considering the case when $A B=0$ in Section 1 . In Section 2 in the case $A B=0$, we describe the solutions of Equation (1), centered at zero. In Section 3, it is constructed the general solution as union of generalized and classical solutions. In Section 4, we describe the classical solutions of the Equation (1) in $\mathbb{R}^{1}-\{0\}$. Lastly, in Section 5 , we show the possibility of the existence of not centered at zero solutions. Finally, we summarize our work in Section 7.

## 2. Preliminaries

In this section we briefly review the important notions of Fourier transform, its properties and generalized function centered at a given point (we refer to [7, 14, 15, 17] for a detailed study). We recall that $K$ is denoted the space of test functions, of finite infinitely differentiable on
$\mathbb{R}^{1}$ functions and $K^{\prime}$ the space of generalized functions on $K$. For function $\varphi(t) \in K$, through $F \varphi=\hat{\varphi}$ we denoted the Fourier transform defined by the formula

$$
\begin{equation*}
\left(F_{\varphi}\right)(x)=\hat{\varphi}(x)=\int_{-\infty}^{+\infty} \varphi(t) e^{i x t} d t \tag{4}
\end{equation*}
$$

The Fourier transform of the generalized function $f \in K^{\prime}$ we define by the rule (Parseval equality)

$$
\begin{equation*}
(\hat{f}, \hat{\varphi})=2 \pi(f, \varphi) \tag{5}
\end{equation*}
$$

For the Fourier transform of generalized function many properties are conserved as those taking place for Fourier transform for test functions, and particularly formulas relationship between differentiability and decreasement.

From them in particular follow that

$$
\begin{equation*}
F\left[\delta^{(s)}(t)\right]=(-i x)^{s}, s \in \mathbb{N} \cup\{0\} \tag{6}
\end{equation*}
$$

We need the following assertions which can be found with their proofs in the books for theory of generalized functions, see, for example, [15, 19, 20, 21].

Theorem 2.1. If $f, g \in K^{\prime}$ and $f^{\prime}=g^{\prime}$, then $f-g=c$.

Theorem 2.2. Let $A(x) \in C^{\infty}\left(\mathbb{R}^{1}\right)$. The differential equations $y^{\prime}=A(x) y$ in the space $K^{\prime}$ does not admit other solutions which are not classical solutions.

Definition 2.1. Generalized function $f \in K^{\prime}$ is called centered at the point $x_{0}$, if $(f, \varphi(x))=0$ for all $\varphi(x) \in K$, such $x_{0} \in \operatorname{supp} \varphi$.

Theorem 2.3. Let $f \in K^{\prime}$ centered at zero. Then there exist $m \in \mathbb{N} \cup\{0\}$ such that

$$
\begin{equation*}
f(x)=\sum_{j=0}^{m} c_{j} \delta^{(j)}(x) \tag{7}
\end{equation*}
$$

where $c_{j}$-are some constants.

Lemma 2.1. Let $\beta(x) \in C^{\infty}\left(\mathbb{R}^{1}\right)$. Then it hold the formula

$$
\begin{equation*}
\beta(x) \delta^{(l)}(x)=\sum_{j=0}^{l}(-1)^{j} C_{l}^{j} \beta^{i}(0) \delta^{(l-j)}(x) \tag{8}
\end{equation*}
$$

The proof of Lemma 2.1 is given in [18].
As consequence from Lemma 2.1 when $\beta(x)=x^{k}$ we obtain the following assertion.

Lemma 2.2. Let $k, s \in \mathbb{N} \cup\{0\}$. Then

$$
x^{k} \delta^{(s)}(x)= \begin{cases}0, & \text { if } s<k  \tag{9}\\ \frac{(-1)^{k} s!}{(s-k)!} \delta^{(s-k)}(x), & \text { if } s \geq k\end{cases}
$$

Sometime we need in our investigation the following expression $\frac{g^{(s)}(x)}{x^{n}}$. We will understand this expression from the following definition.

Definition 2.2. The quotient $\frac{\delta^{(s)}(x)}{x^{n}}$ is called a generalized function $y(x) \in K^{\prime}$ which satisfy in the space $K^{\prime}$ the equality

$$
\begin{gather*}
x^{n} y(x)=\delta^{(s)}(x), \text { i.e., } \\
\left(x^{n} y(x), \varphi(x)\right)=\left(\delta^{(s)}(x), \varphi(x)\right), \varphi \in K \tag{10}
\end{gather*}
$$

From Lemma 2.2 and Definition 2.2, we deduce the following formula for the computation of the generalized function $\frac{\delta^{(s)}(x)}{x^{n}}$.

Lemma 2.3. Let $n \in \mathbb{N}, s \in \mathbb{N} \cup\{0\}$. It hold the following formula:

$$
\begin{equation*}
\frac{\delta^{(s)}(x)}{x^{n}}=\frac{(-1)^{n} s!}{(s+n)!} \delta^{(s+n)}(x)+\sum_{k=1}^{n} c_{k} \delta^{(k-1)}(x) . \tag{11}
\end{equation*}
$$

Proof. We use the Definition 2.2 and let apply the Fourier transform to both sides of the equality $x^{n} y(x)=\delta^{(s)}(x)$ with consideration that $(i x)^{n} y(x)=\widehat{y(x)}(\xi)$. Finally, we have

$$
\begin{aligned}
\hat{y}^{n}(\xi)=\left(i \widehat{)^{n} y} y(x)\right. & =i^{n} \widehat{\delta^{(s)}}(x) \\
& =i^{n}(-i \xi)^{s} .
\end{aligned}
$$

From the previous we reach

$$
\hat{y}(\xi)=P_{n-1}(\xi)+\frac{(-1)^{n} s!}{(s+n)!}(-i \xi)^{s+n}
$$

where $P_{n-1}(\xi)$ is a polynomial with arbitrary coefficients. Applying the inverse Fourier transform with respect to (6) we arrive to (11). The lemma is proved.

Note that in the result of the division of the generalized function $\delta^{(s)}(x)$ by $x^{n}$ because of the "union" of singularity, it is not only increasing the order of the derivative of delta function, but it arises some arbitrary depending of $n$.

## 3. The Degenerate Case

Let consider at the beginning Equation (1) in the case called degenerate case, when

$$
\begin{equation*}
A B=0 \tag{12}
\end{equation*}
$$

This case is simple and allow us to obtain completed result as consequence of Lemma 2.3.

Theorem 3.1. Let $q, s \in \mathbb{N} \cup\{0\}$. The general solution of equation

$$
\begin{equation*}
B x^{q} y(x)=\delta^{(s)}(x) \tag{13}
\end{equation*}
$$

has the following form:

$$
\begin{equation*}
y(x)=\frac{(-1)^{q} s!}{B(s+q)!} \delta^{(s+q)}(x)+\sum_{k=1}^{q} C_{k} \delta^{(k-1)}(x) \tag{14}
\end{equation*}
$$

Here and further we set

$$
\begin{equation*}
\sum_{m}^{n} \delta^{(k)}(x)=0 \text { if } n<m \tag{15}
\end{equation*}
$$

It is clear that the Theorem 3.1 is just a reformulation of the Lemma 2.3.
Theorem 3.2. Let $p \in \mathbb{N}, s \in \mathbb{N} \cup\{0\}$. The general solution of the equation

$$
\begin{equation*}
A x^{p} y^{\prime}(x)=\delta^{(s)}(x) \tag{16}
\end{equation*}
$$

has the following form:

$$
\begin{equation*}
y(x)=\frac{(-1)^{p} s!}{A(s+p)!} \delta^{(s+p-1)}(x)+\sum_{k=1}^{p-1} c_{k+1} \delta^{(k-1)}(x)+c_{1} \theta(x)+c_{0} \tag{17}
\end{equation*}
$$

where $\theta(x)$ is the Heaviside test function.

The proof of this theorem also can be deduced from the formula (11). In fact, we have

$$
y^{\prime}=\frac{1}{A} \frac{\delta^{(s)}(x)}{x^{p}}=\frac{(-1)^{p} s!}{A(s+p)!} \delta^{(s+p)}(x)+\sum_{k=1}^{p} c_{k} \delta^{(k-1)}(x),
$$

from there by integration, with respect to $\delta=\theta^{\prime}$ we arrive to (17). The theorem is proved.

## 4. The Non Degenerate Case

We here forward the consideration of the main case when

$$
\begin{equation*}
A B \neq 0, \tag{18}
\end{equation*}
$$

which we call non-degenerate case. The following theorem gives the necessary conditions of the solvability of the Equation (1) in $K^{\prime}$.

Theorem 4.1. Let $A B \neq 0, p \in \mathbb{N}, q \in \mathbb{N} \cup\{0\}$. For the solvability of the Equation (1) in the space $K^{\prime}$ it necessary and sufficient that

$$
\begin{equation*}
(q-p+1)^{2}+\left(B-A(q+s+1)^{2}\right) \neq 0 . \tag{19}
\end{equation*}
$$

Proof. We just prove only the necessary part of the theorem. The sufficient part of this theorem will be constructed below at the same time with the construction of the solutions.

It is not difficult when proving to understand that the particular solution $y(x)$ of the non-homogeneous equation (1) should be a functional centered in zero. If looking $y(x)$ in the form of such functional

$$
\begin{equation*}
y(x)=\sum_{j=0}^{N} c_{j} \delta^{(j)}(x), \tag{20}
\end{equation*}
$$

where $N$ is sufficient great number and suppose contrary (19), i.e., when

$$
\begin{equation*}
q=p-1, B=A(q+s+1) \tag{21}
\end{equation*}
$$

then simple calculations with consideration of Lemma 2.2 give after substitution (21) in the Equation (1)

$$
A x^{p} \sum_{j=0}^{N} c_{j} \delta^{(j+1)}(x)+B x^{q} \sum_{j=0}^{N} c_{j} \delta^{(j)}(x)=\delta^{(s)}(x)
$$

From the previous we obtain

$$
\begin{equation*}
A \sum_{j=p-1}^{N} \frac{(-1)^{p}(j+1)!}{(j+1-p)!} c_{j} \delta^{(j+1-p)}(x)+B \sum_{j=q}^{N} \frac{(-1)^{q} j!}{(j-q)!} c_{j} \delta^{(j+q)}(x)=\delta^{(s)}(x) \tag{22}
\end{equation*}
$$

or after arrangement

$$
\begin{equation*}
A \sum_{j=0}^{N-(p-1)} c_{j+p-1} \frac{(-1)^{p}(j+p)!}{j!} \delta^{(j)}(x)+B \sum_{j=0}^{N-q} \frac{(-1)^{q}(j+q)!}{j!} c_{j+q} \delta^{(j)}(x)=\delta^{(s)}(x) \tag{23}
\end{equation*}
$$

From the previous, if we equalize coefficient under $\delta$-functions and its derivatives we obtain a non-homogeneous linear algebraic system for the determination of the unknown coefficients $c_{j}$ of the following form:

$$
A \frac{(-1)^{p}(j+p)!}{j!} c_{j+p-1}+B \frac{(-1)^{q}(j+q)!}{j!} c_{j+q}= \begin{cases}1, & \text { if } \quad j=s  \tag{24}\\ 0, & \text { if } \quad j \neq s\end{cases}
$$

If we observe the equation in (24) when $j=s$ under the choice $q=p-1$, then it is not difficult to see that it has the following form:

$$
\begin{equation*}
\frac{(-1)^{q}(q+s)!}{s!}[B-A(q+s+1)] c_{q+s}=1 \tag{25}
\end{equation*}
$$

and solvable with respect of the second condition in (21). Therefore the algebraic system in (24) is solvable, that was to be prove. We note that the analysis of system (24) in the cases (21) do not take place permit to construct the solution of Equation (1). Nevertheless, we will use also
other process for the construction of the general solution of Equation (1) centered in zero. For that matter it is important to distinguish two cases:
(a) $q \neq p-1$
(b) $q=p-1 B \neq A(q+s+1)$.

The most simple for investigation is the case (b). In this case, the solution obtained when analyzing system (24) with consideration that at this time Equation (25) is solvable.

Theorem 4.2. Let $A B \neq 0, p \in \mathbb{N}, q \in \mathbb{N} \cup\{0\}$ and be realized the condition $q=p-1$,

$$
\begin{equation*}
B \neq A(q+s+1) . \tag{26}
\end{equation*}
$$

Then, the centered in zero general solution of the Equation (1) has the following form:

$$
\begin{equation*}
y(x)=\frac{(-1)^{q} s!}{(s+q)![B-A(s+q+1)]} \delta^{(q+s)}(x)+\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x), \tag{27}
\end{equation*}
$$

in the case when

$$
\begin{equation*}
B-A(j+q+1) \neq 0, j \in \mathbb{Z}_{+} . \tag{28}
\end{equation*}
$$

And if there exists $j_{*} \in \mathbb{Z}_{+}-\{s\}$, such that

$$
\begin{equation*}
B-A\left(j_{*}+q+1\right)=0, j_{*} \in \mathbb{Z}_{+}-\{s\}, \tag{29}
\end{equation*}
$$

then, the solution has the following form:

$$
\begin{equation*}
y(x)=\frac{(-1)^{q} s!}{(s+q)![B-A(s+q+1)]} \delta^{(q+s)}(x)+\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x)+c_{j_{*}+q} \delta^{\left(j_{*}+q\right)}(x) . \tag{30}
\end{equation*}
$$

Proof. As we already noticed upstair, in this case we can use system (24) which we can rewrite with respect to the condition $p=q+1$ in the following form:

$$
\frac{(-1)^{q}(j+q)!}{j!}[B-A(j+q+1)] c_{j+q}= \begin{cases}1, & \text { if } j=s  \tag{31}\\ 0, & \text { if } j \neq s\end{cases}
$$

Taking into consideration (26) it is clear that

$$
\begin{equation*}
c_{s+q}=\frac{(-1)^{q} s!}{(s+q)!} \frac{1}{B-A(s+q+1)} \tag{32}
\end{equation*}
$$

Concerning the remaining coefficients $c_{j+q}, j \in \mathbb{Z}_{+}-\{s\}$, they are equal to zero, when $B-A(j+q+1) \neq 0$ for all $j \in \mathbb{Z}_{+}$and one (and only one of them) will remain free, if there exists $j_{*} \in \mathbb{Z}_{+}-\{s\}$, such that $B-A\left(j_{*}+q+1\right)=0$. All these lead us to (27)-(30) with respect to $\delta^{(j)}(x), j=0,1, \ldots, q-1$ are solutions of the homogeneous equation.

The proof is realized.
Now, let us move to the investigation of the most difficult case when $q \neq p-1$.

Theorem 4.3. Let $A B \neq 0, p \in \mathbb{N}, q \in \mathbb{N} \cup\{0\}$ and realized the condition

$$
\begin{equation*}
q<p-1 \tag{33}
\end{equation*}
$$

Then the centered in zero general solution of the Equation (1) is defined by the formula

$$
\begin{align*}
y(x)= & \frac{(-1)^{q} s!}{B(s+q)!} \delta^{(s+q)}(x)+\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x)+\frac{(-1)^{q} s!}{B(s+q)!} \sum_{l=1}^{\left[\frac{s}{p-1-q}\right]}(-1)^{(p-1-q)^{l}} \\
& \times\left(\frac{A}{B}\right)^{l} \delta^{(s+q-l(p-1-q))}(x) \prod_{m=1}^{l} \frac{[s+p-m(p-1-q)]!}{[s+q-m(p-1-q)]!} \tag{34}
\end{align*}
$$

Proof. It is clear that when $q \neq p-1$ the homogeneous equation (1) is satisfied only (and only) the function $\delta^{(j)}(x), j=0,1, \ldots, \min (q, p-1)-1$ that is why for the main part of Theorem 4.3 (and to the next Theorem 4.4) it will be the proof of the fact, that the concentrated in zero particular solution has the type described in (34). For the proof of that, we will use this solution in the following form:

$$
\begin{equation*}
y(x)=\sum_{l=0}^{\left[\frac{s}{p-1-q}\right]} \gamma_{l} \delta^{(s+q-l(p-1-q))}(x) \tag{35}
\end{equation*}
$$

with unknown coefficients $\gamma_{l}$. Putting that in (1) gives us:

$$
A x^{p} \sum_{l=0}^{\left[\frac{s}{p-1-q}\right]} \gamma_{l} \delta^{(s+p-(l+1)(p-1-q))}(x)+B x^{q} \sum_{l=0}^{\left[\frac{s}{p-1-q}\right]} \gamma_{l} \delta^{(s+q-l(p-1-q))}(x)=\delta^{(s)}(x) .
$$

Note that $s+q-l-l(p-1-q) \geq q$ for all possible values of $l$ by the virtue of $l \leq\left[\frac{s}{p-1-q}\right] \leq \frac{s}{p-1-q}$. This lead us to the fact that when using Lemma 2.2 In the second member of the summation in the left hand side all the members will be conserved, and in the first all, unless the last one when $l=\left[\frac{s}{p-1-q}\right]$. That gives

$$
\begin{aligned}
& A \sum_{l=0}^{\left[\frac{s}{p-1-q}\right.}{ }^{]-1} \gamma_{l} \frac{(-1)^{p}[s+p-(l+1)(p-1-q)]!}{[s-(l+1)(p-1-q)]!} \delta^{(s-(l+1)(p-1-q))}(x) \\
& \quad+B \sum_{l=0}^{\left[\frac{s}{p-1-q}\right]} \gamma_{l} \frac{(-1)^{q}[s+q-l(p-1-q)]!}{[s-l(p-1-q)]!} \delta^{(s-l(p-1-q))}(x)=\delta^{(s)}(x) .
\end{aligned}
$$

After changing $l+1 \rightarrow l$ in the first summation we obtain:

$$
\begin{align*}
& A \sum_{l=1}^{\left[\frac{s}{p-1-q}\right]} \frac{(-1)^{p}[s+p-l(p-1-q)]!}{[s-l(p-1-q)]!} \gamma_{l-1} \delta^{(s-l(p-1-q))}(x)  \tag{36}\\
+ & B \sum_{l=0}^{\left[\frac{s}{p-1-q}\right]} \frac{(-1)^{q}[s+q-l(p-1-q)]!}{[s-l(p-1-q)]!} \gamma_{l} \delta^{(s-l(p-1-q))}(x)=\delta^{(s)}(x) . \tag{37}
\end{align*}
$$

Therefore, for the unknown coefficient $\gamma_{l}$ we obtain the following algebraic system:

$$
\left\{\begin{array}{l}
B \frac{(-1)^{q}(s+q)!}{s!} \gamma_{0}=1 \\
A \frac{(-1)^{p}[s+p-l(p-1-q)]!}{[s-l(p-1-q)]!} \gamma_{l-1} \\
\quad+B \frac{(-1)^{q}[s+q-l(p-1-q)]!}{[s-l(p-1-q)]!} \gamma_{l}=0, l=1, \ldots,\left[\frac{s}{p-1-q}\right],
\end{array}\right.
$$

which presents acquire the following recurrent relations:

$$
\left\{\begin{array}{l}
\gamma_{0}=\frac{(-1)^{q} s!}{B(s+q)!}  \tag{38}\\
\gamma_{l}=\frac{(-1)^{p-1-q} A[s+p-l(p-1-q)]!}{B[s+q-l(p-1-q)]!} \gamma_{l-1}, l=1, \ldots,\left[\frac{s}{p-1-q}\right] .
\end{array}\right.
$$

Calculating $\gamma_{l}$ from these recurrent relationships, it is easy to obtain
$\gamma_{l}=\gamma_{0}\left(\frac{(-1)^{p-1-q} A}{B}\right)^{l} \prod_{m=1}^{l} \frac{[s+p-m(p-1-q)]!}{[s+q-m(p-1-q)]!}, l=1, \ldots,\left[\frac{s}{p-1-q}\right]$,
and the previous lead us to the needed result. The theorem is proved.

Analogously it can be investigated the case in the contrary inequality in (33). Namely, it takes place.

Theorem 4.4. Let $A B \neq 0, p \in \mathbb{N}, q \in \mathbb{N} \cup\{0\}$ and realized the condition

$$
\begin{equation*}
q>p-1 \tag{40}
\end{equation*}
$$

Then, the centered in zero general solution of Equation (1) is given by the following formula:

$$
\begin{align*}
y(x)= & \sum_{j=0}^{p-2} c_{j} \delta^{(j)}(x)+\frac{(-1)^{p} s!}{A(s+p)!} \delta^{(s+p-1)}(x) \\
& +\frac{(-1)^{p} s!}{A(s+p)!} \sum_{l=1}^{\left[\frac{s}{q-p+1}\right]}\left(\frac{A}{B}\right)^{l}(-1)^{l(q-p+1)} \delta^{(s+p-1-l(q-p-1))}(x) \\
& \times \prod_{m=1}^{l} \frac{[s+q-m(q-p+1)]!}{[s+p-m(q-p+1)]!} \tag{41}
\end{align*}
$$

Proof. It is sufficient to find the particular solution of Equation (1). For this matter set

$$
y(x)=\sum_{l=0}^{\left[\frac{s}{q-p+1}\right]} \gamma_{l} \delta^{(s+p-1-l(q-p+1))}(x)
$$

with unknown coefficient $\gamma_{l}$. Putting into (1) we obtain

$$
\begin{aligned}
& A x^{p \sum_{l=0}^{\left[\frac{s}{q-p+1}\right]} \gamma_{l} \delta^{(s+p-l(q-p+1))}(x)} \\
& \quad+B x^{q} \sum_{l=0}^{\left[\frac{s}{q-p+1}\right]} \gamma_{l} \delta^{(s+q-1-(l+1)(q-p+1))}(x)=\delta^{(s)}(x)
\end{aligned}
$$

From the previous we now reach to the following recurrent relationships:

$$
\left\{\begin{array}{l}
\gamma_{0}=\frac{(-1)^{p} s!}{B(s+q)!} ;  \tag{42}\\
\gamma_{l}=\frac{(-1)^{q-p+1} B[s+q-l(q-p+1)]!}{A[s+p-l(q-p+1)]!} \gamma_{l-1}, l=1,2, \ldots,\left[\frac{s}{p-1-q}\right] .
\end{array}\right.
$$

This lead us to the result

$$
\begin{equation*}
\gamma_{l}=\gamma_{0}\left(\frac{(-1)^{q-p+1} B}{A}\right)^{l} \prod_{m=1}^{l} \frac{[s+q-m(q-p+1)]!}{[s+p-m(q-p+1)]!}, l=1, \ldots,\left[\frac{s}{q-p+1}\right] \tag{43}
\end{equation*}
$$

The theorem is proved.

## 5. Analysis of the Classical Solutions of the Homogeneous

## Equation (1)

We suppose here that $A B \neq 0$. The homogeneous Equation (1) has the following form:

$$
\begin{equation*}
y^{\prime}=-\frac{B}{A} x^{q-p} y \tag{44}
\end{equation*}
$$

Let find the ordinary solutions of Equation (44): under condition $p \neq q+1$, we have:

$$
y(x)= \begin{cases}k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} ; x<0 \\ k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}}, x>0\end{cases}
$$

The corresponding solutions of Equation (44) in the sense of $K^{\prime}$ have the following type:

$$
\begin{equation*}
y(x)=k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(x)+k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(-x) \tag{45}
\end{equation*}
$$
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where $\theta(x)$ the Heaviside step function. From the different relationships between the parameters $p, q, A$ and $B$ and taking into consideration local integration of functions on $\mathbb{R}$, we can bring out those of these functions which are solutions of Equation (44).

Lemma 5.1. It is taking place the following assertions:
(1) If $q>p-1$, then equation (44) has solution in the form of (45) for all values of parameters $A, B, k_{1}, k_{2}$ from $\mathbb{R}$.
(2) If $q<p-1$, then we can distinguish different cases with dependence of the parity of the number $q-p$ and the sign of $\frac{B}{A}$.
(a) Let $\frac{B}{A}<0$ and $q-p$ odd number then the equation (44) admit a solution of the form (45) with all values of numbers $A, B, k_{1}, k_{2} \in \mathbb{R}$.
(b) Let $\frac{B}{A}<0$ and $q-p$ even number then the solution of the Equation (44) has the following:

$$
\begin{equation*}
y(x)=k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(x) \tag{46}
\end{equation*}
$$

with arbitrary values of parameters $k_{1}, A, B \in \mathbb{R}$.
(c) Let $\frac{B}{A}>0$ and $q-p$ odd number then the solution of Equation (44) is defined by $y(x)=0$.
(d) Let $\frac{B}{A}>0$ and $q-p$ even number then the solution of Equation (44) has the following form:

$$
\begin{equation*}
y(x)=k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(-x) \tag{47}
\end{equation*}
$$

with arbitrary value of parameters $k_{2}, A, B \in \mathbb{R}$.

Next, let consider the case when $p=q+1$. In this case the solution in the sense of $K^{\prime}$ of Equation (44) has the following form defined by:

$$
\begin{equation*}
y(x)=k_{1} x^{-\frac{B}{A}} \theta(x)+k_{2}|x|^{-\frac{B}{A}} \theta(-x) \tag{48}
\end{equation*}
$$

with arbitrary value of parameters $k_{2}, A, B \in \mathbb{R}$.
Taking into consideration the idea of local integrability of functions in $\mathbb{R}$, we arrive to the two situations describe below.

Lemma 5.2. It hold the next assertions:
(a) Let $\frac{B}{A}<1$, then the Equation (44) admit solution of the form (48) with arbitrary values $A, B, k_{1}, k_{2} \in \mathbb{R}$.
(b) Let $\frac{B}{A} \geq 1$, then the Equation (44) admit only trivial solution $y(x)=0$.

First of all we prove that (45) is the solution of Equation (44) under $q>p-1$ and under arbitrary values of parameters $A, B, k_{1}, k_{2} \in \mathbb{R}$.

In fact putting $y(x)$ in the Equation (44) we obtain $\forall \varphi \in K$

$$
\begin{aligned}
\left(A x^{p} y^{\prime}(x)\right. & \left.+B x^{q} y(x), \varphi(x)\right)=\left(A x ^ { p } \left(k_{1} e^{-\frac{B x^{q-p+1}}{A(q-p+1)}} \theta(x)\right.\right. \\
& \left.+k_{2} e^{\frac{-B x^{q-p+1}}{A(q-p+1)}} \theta(-x)\right)^{\prime}+B x^{q}\left(k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(x)\right. \\
& \left.+k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(-x), \varphi(x)\right)=0
\end{aligned}
$$

Taking into consideration that $\forall f \in K^{\prime}, \forall \varphi \in K\left(f^{\prime}(x), \varphi(x)\right)=(f(x),-\varphi(x))$ we have

$$
\begin{aligned}
\left(A x^{p} y^{\prime}(x)+B x^{q} y(x), \varphi(x)\right)= & -k_{1} \int_{0}^{\infty} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}}\left(A x^{p} \varphi(x)\right)^{\prime} d x \\
& +B k_{1} \int_{0}^{\infty} x^{q} e^{-\frac{B x^{q-p+1}}{A(q-p+1)}} \varphi(x) d x \\
& -k_{2} \int_{-\infty}^{0} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}}\left(A x^{p} \varphi\right)^{\prime} d x \\
& +B k_{2} \int_{-\infty}^{0} \frac{-B}{A(q-p+1)} x^{q-p+1} \varphi(x) d x
\end{aligned}
$$

Integrating part by part we obtain

$$
\begin{aligned}
\left(A x^{p} y^{\prime}(x)\right. & \left.+B x^{q} y(x), \varphi(x)\right)=-\left.k_{1} A x^{p} \varphi(x) e^{-\frac{B}{A(q-p+1)} x^{q-p+1}}\right|_{0} ^{\infty} \\
& -k_{1} \int_{0}^{\infty} A x^{p} \varphi(x)\left(\frac{B}{A} x^{q-p^{-}} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}}\right) d x \\
& -k_{1} B \int_{0}^{\infty} x^{q} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \varphi(x) d x \\
& -\left.k_{2} A x^{p} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \varphi(x)\right|_{-\infty} ^{0} \\
& -A k_{2} \int_{-\infty}^{0} \frac{B}{A} x^{q-p} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} x^{p} \varphi(x) d x \\
& +k_{2} B \int_{-\infty}^{0} x^{q} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \varphi(x) d x .
\end{aligned}
$$

Simple calculations lead us to the end of the proof. In the same way, we can consider the case when $q<p-1$. Further, let verify that in the case when $p=q+1$ the solution of the equation defined by (44) and given by the formula (48) when $\frac{B}{A}<1$ is true. In fact when putting (48) into (44) for every $\varphi(x) \in K$, we obtain:

$$
\begin{aligned}
\left(A x^{p} y^{\prime}(x)\right. & \left.+B x^{q} y(x), \varphi(x)\right)=\left(A x^{p}\left(k_{1} x^{-\frac{B}{A}} \theta(x)+k_{2}|x|^{-\frac{B}{A}} \theta(-x)\right)^{\prime}\right. \\
& +B x^{q}\left(k_{1} x^{-\frac{B}{A}} \theta(x)+k_{2}|x|^{-\frac{B}{A}} \theta(-x), \varphi(x)\right) \\
= & -\int_{0}^{\infty} k_{1} x^{-\frac{B}{A}}\left(A x^{p} \varphi(x)\right)^{\prime} d x+B k_{1} \int_{0}^{\infty} x^{q-\frac{B}{A}} \varphi(x) d x \\
& -k_{2} \int_{-\infty}^{0}-x^{-\frac{B}{A}}\left(A x^{p} \varphi(x)^{\prime} d x-B k_{2} \int_{-\infty}^{0} x^{q-\frac{B}{A}} \varphi(x) d x\right. \\
= & -\left.A k_{1} x^{p-\frac{B}{A}} \varphi(x)\right|_{0} ^{\infty}+A k_{1}\left(-\frac{B}{A}\right) \int_{0}^{\infty} x^{p-\left(\frac{B}{A}-1\right)} \varphi(x) d x \\
& +B k_{1} \int_{0}^{\infty} x^{q-\frac{B}{A}} \varphi(x) d x+\left.A k_{2} x^{p-\frac{B}{A}} \varphi(x)\right|_{-\infty} ^{0} \\
& -A k_{2}\left(-\frac{B}{A}\right) \int_{-\infty}^{0} x x^{p-\left(\frac{B}{A}-1\right)} \varphi(x) d x-B k_{2} \int_{-\infty}^{0} x^{q-\frac{B}{A}} \varphi(x) d x .
\end{aligned}
$$

After calculation and simplification we obtain what we need.
The verification in the second case when $p=q+1$ and when $\frac{B}{A} \geq 1$ is obvious.

Definition 5.1. Equation (1) is called particular when the conditions $p=q+1$ and $B=A(q+s+1)$ are realized and in the contrarily case it is called non particular.

Theorem 5.1. The general solution of the non particular Equation (1) when $A . B \neq 0, p \in \mathbb{N}, q \in \mathbb{N} \cup\{0\}$ has the following form:
(1) If $q>p-1$

$$
\begin{aligned}
y(x)= & k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(x)+k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(-x)+\sum_{j=0}^{p-2} C_{j} \delta^{(j)}(x) \\
& +\frac{(-1)^{p} s!}{A(s+p)!} \delta^{(s+p-1)}(x)+\frac{(-1)^{p} s!}{A(s+p)!} \sum_{l=1}^{\left[\frac{s}{q-p+1}\right]}\left(\frac{B}{A}\right)^{l}(-1)^{l(q-p+1)} \\
& \times \prod_{m=1}^{l} \frac{[s+q-m(q-p+1)]!}{[s+p-m(q-p+1)]!} \delta^{(s+p-1-l(q-p+1))}(x)
\end{aligned}
$$

where $k_{1}, k_{2}, A, B, c_{0}, \ldots, c_{p-2}$ are arbitrary constants.
(2) If $q<p-1, \frac{B}{A}<0$ and $q-p$ odd number.

$$
\begin{aligned}
y(x)= & k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(x)+k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(-x)+\frac{(-1)^{q} s!}{A(s+q)!} \delta^{(s+q)}(x) \\
& +\sum_{j=0}^{q-1} C_{j} \delta^{(j)}(x)+\frac{(-1)^{q} s!}{A(s+q)!} \sum_{l=1}^{\left[\frac{s}{p-1-q}\right]}(-1)^{l(p-1-q)}\left(\frac{A}{B}\right)^{l} \\
& \times \prod_{m=1}^{l} \frac{[s+p-m(p-1-q)]!}{[s+q-m(p-1-q)]!} \delta^{(s+q-l(p-1-q))}(x)
\end{aligned}
$$

where $k_{1}, k_{2}, A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.
(3) If $q<p-1, \frac{B}{A}>0$ and $q-p$ even number

$$
\begin{aligned}
y(x)= & k_{1} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(x)+\sum_{j=0}^{q-1} C_{j} \delta^{(j)}(x)+\frac{(-1)^{q} s!}{A(s+q)!} \delta^{(s+q)}(x) \\
& +\frac{(-1)^{q} s!}{B(s+q)!} \sum_{l=1}^{\left[\frac{s}{p-1-q}\right]}(-1)^{l(p-1-q)}\left(\frac{A}{B}\right)^{l} \\
& \times \prod_{m=1}^{l} \frac{[s+p-m(p-1-q)]!}{[s+q-m(p-1-q)]!} \delta^{(s+q-l(p-1-q))}(x),
\end{aligned}
$$

where $k_{1}, k_{2}, A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.
(4) If $q<p-1, \frac{B}{A}>0$ and $q-p$ odd number

$$
\begin{aligned}
y(x)= & \frac{(-1)^{q} s!}{B(s+q)!} \delta^{(s+q)}(x)+\sum_{j=0}^{q-1} C_{j} \delta^{(j)}(x) \\
& +\frac{(-1)^{q} s!}{B(s+q)!} \sum_{l=1}^{\left[\frac{s}{p-1-q}\right]}(-1)^{l(p-1-q)}\left(\frac{B}{A}\right)^{l} \\
& \times \prod_{m=1}^{l} \frac{[s+p-m(p-1-q)]!}{[s+q-m(p-1-q)]!} \delta^{(s+q-l(p-1-q))}(x),
\end{aligned}
$$

where $k_{1}, k_{2}, A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.
(5) If $q<p-1, \frac{B}{A}>0$ and $q-p$ even number

$$
\begin{aligned}
y(x)= & k_{2} e^{-\frac{B}{A(q-p+1)} x^{q-p+1}} \theta(-x)+\frac{(-1)^{q} s!}{B(s+q)!} \delta^{(s+q)}(x)+\sum_{j=0}^{q-1} C_{j} \delta^{(j)}(x) \\
& +\frac{(-1)^{q} s!}{B(s+q)!} \sum_{l=1}^{\left[\frac{s}{p-1-q}\right]}(-1)^{l(p-1-q)}\left(\frac{A}{B}\right)^{l} \\
& \times \prod_{m=1}^{l} \frac{[s+p-m(p-1-q)]!}{[s+q-m(p-1-q)]!} \delta^{(s+q-l(p-1-q))}(x),
\end{aligned}
$$

where $k_{2}, A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.
Finally, we move to the next following case.

$$
\text { 6. The Case } q=p-1, B \neq A(q+s+1)
$$

(1) If $B-A(j+q+1) \neq 0 \forall_{j} \in \mathbb{Z}_{+}$and $\frac{B}{A}<1$

$$
\begin{aligned}
y(x)= & \frac{(-1)^{q} s!}{(s+q)![B-A(q+s+1)]} \delta^{(s+q)}(x) \\
& +\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x)+k_{1} x^{-\frac{B}{A}} \theta(x)+k_{2}|x|^{-\frac{B}{A}} \theta(-x),
\end{aligned}
$$

where $k_{1}, k_{2}, A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.
(2) If $\exists j_{*} \in \mathbb{Z}_{+}-\{s\}$ such that, $B-A\left(j_{*}+q+1\right)=0$ and $\frac{B}{A}<1$,

$$
\begin{aligned}
y(x)= & \frac{(-1)^{q} s!}{(s+q)![B-A(q+s+1)]} \delta^{(s+q)}(x)+c_{j_{*}+q} \delta^{\left(j_{*}+q\right)}(x) \\
& +\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x)+k_{1} x^{-\frac{B}{A}} \theta(x)+k_{2}|x|^{-\frac{B}{A}} \theta(-x),
\end{aligned}
$$

where $k_{1}, k_{2}, c_{j+q}, A, B, c_{0}, \ldots, c_{q-1}, c_{j_{*}+q}$ are arbitrary constants.
(3) If $B-A(j+q+1) \neq 0, \forall j \in \mathbb{Z}_{+}$and $\frac{B}{A} \geq 1$,

$$
y(x)=\frac{(-1)^{q} s!}{(s+q)![B-A(q+s+1)]} \delta^{(s+q)}(x)+\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x)
$$

where $A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.
(4) If $\exists j_{*} \in \mathbb{Z}_{+}-\{s\}$ such that, $B-A\left(j_{*}+q+1\right)=0$ and $\frac{B}{A} \geq 1$,

$$
\begin{aligned}
y(x)= & \frac{(-1)^{q} s!}{(s+q)![B-A(q+s+1)]} \delta^{(s+q)}(x) \\
& +c_{j_{*}+q} \delta^{\left(j_{*}+q\right)}(x)+\sum_{j=0}^{q-1} c_{j} \delta^{(j)}(x)
\end{aligned}
$$

where $c_{j_{*}+q}, A, B, c_{0}, \ldots, c_{q-1}$ are arbitrary constants.

## 7. Conclusion

In this paper, we completely investigated the solvability of the linear singular differential equation of the first order in the space of generalized functions $K^{\prime}$ with a second right hand side in the form of an $s$-order derivative of the Dirac delta function. All the results obtained are described in the theorems we formulated. It would be very interesting to further these investigations in a more widely generalized space considering the solvability of the homogeneous equation.
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