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___________________________________________________________________ 

Abstract 

In order to achieve the multi-focus image fusion task, a sparse representation method 

based on quaternion for multi-focus image fusion is proposed in this paper. Firstly, the 

RGB color information of each pixel in the color image is represented by quaternion based 

on the relevant knowledge of computational mathematics, and the color image pixel is 

processed as a whole vector to maintain the relevant information between the three color 

channels. Secondly, the dictionary represented by quaternion and the sparse coefficient 

represented by quaternion are obtained by using the our proposed sparse representation 

model. Thirdly, the coefficient fusion is carried out by using the “max-L1” rule. Finally, the 

fused sparse coefficient and dictionary are used for image reconstruction to obtain the 

quaternion fused image, which is then converted into RGB color multi-focus fused image. 

Our method belongs to computational mathematics, and uses the relevant knowledge in 
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the field of computational mathematics to help us carry out the experiment. The 

experimental results show that the method has achieved good results in visual quality and 

objective evaluation. 

Keywords: multi-focus image fusion, computational mathematics, sparse 

representation, quaternion, vector, sparse coefficient, max-L1. 

___________________________________________________________________ 

1. Introduction 

Image fusion refers to the technology that the image data about the 

same target collected by multi-source channels are processed by image 

processing and computer technology to extract the favourable information 

in each channel to the maximum extent, and finally integrated into a 

high-quality image. Image fusion, also known as multi-sensor image 

fusion, can make use of different information acquired from different 

sensors in a simultaneous interpreting scene, and obtain a more 

comprehensive, accurate and reliable fusion image through a certain 

fusion algorithm. It can overcome the limitation and difference of single 

sensor image in geometry, spectrum and spatial resolution, and at the 

same time improve the image definition and information packet content, 

and obtain the fusion result more consistent with human visual 

perception. As is known, it is often difficult to use a camera, such as a 

digital single-lens reflex camera, to get a full focus picture in which all 

objects or scenes are in focus at one shot. Generally speaking, only the 

objects in the focal distance of optical lens can retain sharp appearance 

information, and that beyond the focal distance will be blurred. 

Generally, a focused camera can only obtain the clear image of the target 

within its depth of field. The common method getting full focus images is 

the so called multi-focus image fusion that fuses multiple same scene 

observations taken with different focus distance into one full focus image, 

whose key thought is to preserve the information involved in each 

observation as complete as possible. In the development of multi-focus 
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image fusion, multi-focus image fusion algorithms can be generally 

divided into two categories, namely, transform domain method and 

spatial domain method. 

The transform domain method mainly refers to the method based on 

multi-resolution (MR) analysis [1] and the method based on multi-scale 

geometric transformation. An obvious advantage of using MR method to 

deal with image fusion is that the fusion result accords with the 

perception of human vision. Wavelet transform is a kind of classical 

transform domain method. Not only has discrete wavelet transform 

(DWT) a good performance in maintaining spatial and frequency domain 

locality, but also it has high algorithm efficiency. Although DWT has the 

above advantages, its fusion result will be significantly worse if the 

source image is not strictly registered. In addition to DWT, Stationary 

Wavelet [2], Complex Wavelet [3], Double Tree Complex Wavelet [4], and 

other multi-resolution analysis theories have also been used in image 

fusion and achieved good results. In addition, some multi-scale geometric 

analysis theories developed in recent years have also been used in the 

study of image fusion, such as Curvelet [5], Contourlet [6], NSCT [7, 8], 

etc. Compared with the traditional wavelet transform, multi-scale 

geometric transform has the advantage of multi-direction and can obtain 

better fusion results. The NSCT-based method decomposes the image 

using contourlet or shearlet transform without subsampling [9], which 

outperforms the traditional discrete wavelet transform (DWT) based 

image fusion methods. Li and Yang [10] proposed a combination method 

to fuse multi-focus images by comprehensively utilizing the directionality 

of curvelet and the multi-resolution characteristics of wavelet, and 

achieved a good effect. 

The spatial domain methods usually adopt a block-based fusion 

strategy, in which the source images are decomposed into blocks and each 

pair of block is fused with a designed activity level measurement like 

spatial frequency and summodified-Laplacian [11]. Since the size of the 

block has a great impact on the quality of the fusion, some improved 

methods are put forward to solve this problem [12, 14]. Beyond that, 
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image segmentation based fusion methods that rely on the accuracy of 

segmentation are presented in [15, 16]. In recent years, novel gradient 

information based methods [17, 18] have achieved impressive fusion 

results. 

However, due to the large redundancy of multi-scale geometric 

analysis, it is easy to produce “information overload” in the process of 

fusion, and brings a large computational complexity. In recent years, 

signal sparse representation theory has been widely used in all kinds of 

image processing problems, and has achieved great success, which has 

become a new research direction. Some scholars have proposed an image 

fusion method based on sparse representation [19], and the fusion results 

are better than many methods. Yang and Li [19] proposed to use the 

absolute value of sparse coefficient to measure the focusing degree of each 

image sub block, which realized the fusion of multi-focus images, and 

achieved a good fusion effect compared with wavelet transform and 

Curvelet transform. Zhang and Levine [20] replaced the sliding window 

in the traditional sparse representation method by combining the 

neighbourhood sub block information of the image sub block, and used 

the multi-task robust sparse representation method to fuse the image. 

Generally speaking, the sparse representation method is better than the 

traditional fusion method based on multi-scale decomposition. 

Most of the traditional image fusion methods focus on gray image 

fusion. Because the three color channels of a color image are closely 

related, the traditional gray image fusion method cannot be directly 

applied to the color image fusion. For the traditional color image fusion 

problem, the main methods adopted at present mainly include the fusion 

methods of RGB, IHS, YIQ, HSV and other spatial models. These 

methods often cut the correlation between the three color channels of the 

color image, making the fusion image appear a certain degree of color 

distortion. For example, Jin et al. [21] adopts HSV color model to conduct 

non-subsampled shearlet decomposition for H, S, and V channels, and 

uses different fusion rules to fuse the non-subsampled shearlet 
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coefficients of each channel respectively, so that the correlation of the 

three color channels of the color image is separated by the way of 

processing each channel respectively. Quaternion theory can process color 

image pixels as a whole vector. In the process of image fusion, each pixel 

of color image is represented by quaternion and processed as a whole 

vector, which can effectively maintain the correlation among the three 

color channels of color image. Zeng et al. [22] extended principal 

component analysis to quaternion principal component analysis and 

realized color image classification by using quaternion principal 

component analysis. Xu et al. [23] proposed a quaternion sparse 

representation method of color image based on quaternion singular value 

decomposition (QSVD) and quaternion orthogonal matching pursuit 

(QOMP) for image denoising, super-resolution reconstruction and image 

in painting. 

Aiming at the disadvantages of traditional color image fusion, this 

paper proposes an image fusion method based on quaternion theory and 

sparse representation theory. We use a pure quaternion to model the 

three color components of the multi-focus image to be fused. Combined 

with the quaternion theory and sparse representation theory, we use 

quaternion to process the color image pixels as a whole vector, and use 

quaternion to represent the non-local similarity of the image to train the 

quaternion dictionary. Finally, the RGB color fusion image is 

reconstructed. 

The rest of this paper is arranged as follows. The Section 2 introduces 

quaternion theory, sparse representation theory and sparse 

representation model based on quaternion. The Section 3 introduces the 

sparse representation method based quaternion for multi-focus image 

fusion. The Section 4 shows the experimental results of this method and 

compares with other methods. The Section 5 is the conclusion of this 

paper. 
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2. Related Works 

2.1. Quaternion theory 

Quaternions were first proposed by Hamilton in 1843 [24]. They are 

generalization of complex numbers. The concept of quaternions is widely 

used in many fields. A quaternion q is composed of a real part and three 

imaginary parts. The q is shown in formula (1). 

,kdcjbiaq +++=  (1) 

where cba ,,  and d  are all real numbers. The real part of quaternions is 

a and the imaginary part is the combination of the remaining three parts. 

The ji,  and k  in these three parts are imaginary number unit, and they 

are orthogonal to each other and obey the rules as below: 

.,,,1222 ijjjiijiijji =−==−==−=−=== kkkkkk  (2) 

If the real part qa ,0=  is called pure quaternion. More detailed 

information about quaternion is introduced in [24] and [25]. 

The second representation of quaternions is amplitude phase 

representation, which can be expressed as: 

( ) [ ) [ ) [ ],4,42,2,,, ππ−×ππ−×ππ−∈ψθφ= ψθφ keeeqq ii   (3) 

where q  is the amplitude of ,q  and ψθφ ,,  are the phase angle of q  

which can be obtained from the following formula: 
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According to the model in paper [26], the first representation of 

quaternion can be used to represent the three channels of color image as 

a pure quaternion. 

( ) ( ) ( ) ( ) ,,,,, kyxBjyxGiyxRyxq ++=  (5) 

where ( ) ( ),,,, yxGyxR  and ( )yxB ,  are respectively the ,, GR  and B  

components corresponding to the pixel at position ( )yx,  in the color 

image. In this way, a color image can be represented by a quaternion 

matrix. Compared with the traditional method of sub channel processing 

or converting to gray image before processing, quaternion method can 

better reflect the integrity of color image. 

2.2. Sparse representation theory 

Sparse representation (SR) is a technique in which most or all of the 

original signals are represented or approximated by a linear combination 

of fewer fundamental signals selected from an over-complete dictionary. 

The basic signal is called “atom”, and the over-complete dictionary is 

made up of atoms whose number exceeds the dimension of the signal. 

After sparse signal representation, the more sparse the reconstructed 

signal is, the higher the accuracy will be.  

Assume that the input signal nRx ∈  is an image vector and 

( )mnRD mn <∈ ×  is an over-complete dictionary, where n  represents 

the signal dimension and m  represents the number of prototype signals 

called atoms, which are contained in the dictionary .D  This relationship 

of mn <  means that the number of atoms in the dictionary is more than 

the dimension of the image vector [27]. Thus there are adequate atoms 

number with homologous over-complete dictionary to execute flexible and 

meaningful representation operation. The signal x  can be approximately 

represented by fewer atoms in dictionary ,D  i.e., ,α≈ Dx  where mR∈α  

is the sparse coefficient vector. There is no unique solution for an 

uncertain system. The goal of SR is to use the given dictionary D  to 
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calculate the sparsest α  with the least nonzero terms in all solutions. The 

mathematical model of SR is as follows: 

,s.t.,min
2
20 ε≤α−α

α
Dx  (6) 

where 
0

α  stands for the count of nonzero values in sparse coefficient 

0≥ε⋅α  is a preset approximation error tolerance. 

2.3. Sparse representation model based on quaternion 

A color image contains three channels GR,  and .B  At present, the 

sparse representation model of color image processes each channel 

independently with possibly different dictionaries. Mairal et al. [28] 

improved the sparse representation model of color image to deal with the 

connection of three channels. However, the experimental results show 

that the trained dictionary tends to be monochromatic, and the 

relationship among the three color channels is not well preserved. The 

combination of quaternion theory and sparse representation can put a 

series of constraints on the dictionary and coefficient, and can well retain 

the correlation among the three color channels of color image. The patch 

of a color image can be represented by pure quaternion, i.e., 

,0 kbgrq yjyiyy +++=  where n
q Hy ∈  is an n-dimension quaternion 

vector. The quaternion dictionary and its corresponding coefficients are 

respectively expressed as kbgrq DjDiDD +++= 0  and +α+α=α iq 10  

.32 kα+α j  We propose the quaternion-based sparse representation model 

as 

.s.t.,min
0 qqqq Dy

q

α=α
α

  (7) 
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Here ., T
q

Tn
q HHD ∈α∈ ×  is the number of pure quaternion atoms. 

Formula (7) can be extended to formula (8). 

{ } .minargˆ,ˆ
02 qqqq

D
qq AADYDA

q

λ+−=   (8) 

Here formula (8) is the training process of quaternion dictionary. 

Where the first term is the reconstruction error, and the second              

term is the sparsity penalty function. The parameter λ  represents                  

the tradeoff relationship between data reconstruction and sparsity. 

{ }NlYY l
q

Nn
q ≤≤=× 1,  represents a set of sample image blocks. Where 

{ }k
l
b

l
g

l
r

l
q

l
q

Tn
q djdidddD ++==×  and the value range of l  is .1 Tl ≤≤  

And { }k
l
b

l
g

l
r

l
q

l
q

NT
q jiA α+α+α=αα=×  is the coefficient matrix. The 

value range of its corresponding l  is .1 Nl ≤≤  

Over-complete dictionary selection and optimization problem solution 

are two main issue of sparse representation. The approaches of acquiring 

over-complete dictionary can be roughly classified into two kinds: (1) fixed 

transform bases (discrete cosine transform, wavelets, curvelets, etc.) [29]; 

(2) dictionary training algorithm (MOD [30], K-SVD [31], OLD [32], and 

K-QSVD [23]). Because the optimization problem is an NP-hard problem, 

it can only be solved by approximation approach, which mainly include: 

(1) Greed tracking algorithm (MP [35], OMP [36], SOMP [37], and 

QOMP [23]); (2) pl  norm regularization (BP [33], FUOCUSS [34]). The 

color of the dictionary trained by K-SVD method tends to be 

monochromatic, which can not show a satisfactory result in terms of color 

diversity. However, the K-QSVD method shows superior performance in 

training quaternion dictionary. Not only it can keep the correlation 

among the three color channels of the color image, but also it can keep the 

spatial consistency. K-QSVD can update atoms and coefficients faster in 

quaternion system, which shows its high efficiency. QOMP is also 
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efficient in sparse representation. So we use QOMP to obtain the optimal 

sparse representation coefficients, and use K-QSVD to train the over-

complete dictionary. 

3. Proposed Fusion Method 

In the field of digital image processing, different imaging devices 

acquire different information from the same scene. The optical image is 

only clear in the part of the scene that is focused in the lens range, and 

the rest is a blurred defocused image. Generally speaking, a focused 

camera can only obtain the image of local focus. Multi-focus image fusion 

technology can process two or more locally focused images to extract the 

information of their respective focus areas to the maximum extent, and 

finally obtain a full focus image with better quality than the original 

image. The fused image contains more scene information, which is more 

suitable for imaging features of the human eye and is also convenient for 

later computer processing. For multi-focus color image fusion, the 

traditional fusion method for gray image can not be directly used for color 

image fusion. Otherwise the correlation among the three color channels of 

color image will not be well maintained, which makes the fusion result 

appear color deviation and other bad effects. The traditional sparse 

representation model usually processes the three channels among the 

color image separately or connects the three channels for processing, but 

such processing cannot maintain the connection between the three 

channels of the color image well. 

The fusion method in this paper combines quaternion theory and 

sparse representation model. The image fusion framework is shown in 

Figure 1. Firstly, quaternion is used to represent the source color multi-

focus image as a whole. Secondly, sparse representation theory is 

introduced in the fusion process, and quaternion is used to represent the 

non-local similarity of image and train quaternion dictionary. According 

to the constructed over-complete dictionary, the input image to be fused is 
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divided into blocks to obtain the column vectors composed of reference 

image blocks and similar image blocks, and then the sparse 

representation coefficients of each column vector under the dictionary are 

calculated. Then the sparse coefficients are fused according to the “max-

L1” rule. Finally, the quaternion multi-focus fusion image is 

reconstructed by combining the over-complete dictionary and the fused 

sparse coefficient, and then converted into RGB color multi-focus fusion 

image. 

 

Figure 1. The architecture of proposed method. 

3.1. Detailed fusion scheme 

Step 1: Using quaternion to represent source multi-focus color 

image 

The source color multi-focus image ( )MmIm ,,2,1 …=  is 

represented by pure quaternion, and the GR,  and B  color components 

of the color image are expressed as three imaginary parts of quaternion. 

The expression is as follows:  

( ) ( ) ( ) ( ) .,,,, kyxBjyxGiyxRyxIq ++=   (9) 

Then two quaternion images AI  and BI  are obtained. 
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Step 2: After the image is represented by quaternion, sparse 

representation theory is introduced into the fusion process. According to 

the constructed over-complete dictionary, the input images to be fused are 

segmented into blocks and vectorized in the form of columns, and then 

the sparse representation coefficients of each column vector under the 

dictionary are calculated. The process mainly includes the following two 

parts. 

(I) Column vectorization representation of images 

The research results of BM3D principle show that there are local 

similar blocks and global similar blocks in the image, and the 

combination of similar blocks is beneficial to image processing. Apply the 

sliding window technique to divide source color image into image patches 

of the same size. L  image blocks are selected randomly in the source 

color image, and the size of the image block is .nn ×  

We suppose that the reference block at pixel r  is (QQ
nn

rP ×∈  is 

quaternion space). Sliding any window in the whole image and selecting 

an image block of the same size. This image block is .nn
sP ×∈ Q  The 

similarity qη  between the reference image block rP  and other arbitrary 

image block sP  is calculated by the similarity measurement criterion. 

For multi-focus images, Euclidean distance method is usually used to 

measure the similarity between image blocks. Euclidean distance method 

means that after image blocks are grouped, Euclidean distance between 

image blocks is calculated to represent their similarity. However, for the 

color multi-focus image represented by quaternion, the similarity 

between image blocks should be represented by Euclidean distance 

represented by quaternion. The expression is as follows: 

( ) ( ) ,,, ,

1,1

yxPPPP sr

N

yx

M

x
Fsrsrq η=−=η ∑∑

==

  (10) 
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where ( )srq PP ,η  represents the quaternion Euclidean distance of the 

image blocks rP  and .sP  According to the quaternion modular operation 

rules, the quaternion distance of pixels corresponding to x row and y 

column of two image blocks can be expressed as 

( ) ( ( ) ( ) ( ) )kyxBjyxGiyxRyx rrrsr ,,,,, ++=η  

( ) ( ) ( )( ) 2
,,, kyxBjyxGiyxR sss ++−  

( ( ) ( )) ( ( ) ( ))22
,,,, yxGyxGyxRyxR srsr −+−=  

( ) ( )( ) .,,
2

yxByxB sr −+   (11) 

All blocks are arranged in descending order according to the size of qη  

value, and h  image blocks with the smallest qη  value are finally selected 

as the most similar blocks. This process can be illustrated in Figure 2. The 

reference image block and similar image block are all expressed as the 

form of ldimensiona-12 ×n  vector h
qmν ,  in the form of column priority. Then 

according to the similarity, the heads and tails of these ldimensiona-12 ×n  

vectors are connected to form ( ) ldimensiona-11 2 ××+ nh  vector l
qmV ,  in 

turn. l
qmV ,  represents the vector composed of the l-th reference image 

block and its similar image block. And the value range of L  is .1 Ll ≤≤  

 

Figure 2. Schematic diagram of vectorization of reference image block 

and similar image blocks. 
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(II) Sparse representation 

Repeat the previous process L times, so that you get ( ) ××+ 21 nhL  

ldimensiona-1  vectors, which are successively arranged from left to right 

to form matrix V  with L  columns and ( ) 21 nh ×+  rows. So you can get 

the matrices qAV ,  and ., qBV  Each column is used as the training 

sample, and the dictionary matrix qD  is obtained by using K-QSVD 

method to train the matrices qAV ,  and ., qBV  The K-QSVD method is as 

follows: 

(1) Initializing dictionary matrix with over-complete quaternion 

dictionary .qD  

(2) The next step is the sparse coding. The sparse representation 

coefficients of each signal are solved by QOMP algorithm. Calculate the 

sparse coefficient vectors qA,α  and qB,α  of qAV ,  and qBV ,  by using 

QOMP. 

,s.t.,minarg
2

,0, ε≤α−α=α
α

q
l

qA
l

qA DV  

,s.t.,minarg
2

,0, ε≤α−α=α
α

q
l

qB
l

qB DV   (12) 

where l
qA,α  and l

qB,α  are the l-th column vector in qA,α  and ., qBα  

l
qAV ,  and l

qBV ,  are the l-th column vector in qAV ,  and ., qBV  
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(3) Then the dictionary matrix qD  will be updated. Update the t-th 

column t
qd  in the dictionary to minimize the mean square error (MSE). 

.,,1,1,,2,1,, LttlAdYE lq
l
q

tl

q
t
q …… +−=−= ∑

=/

  (13) 

lqA ,  is the l-th row of the sparse matrix .qA  Suppose { ,1, Niit ≤≤=ω  

( ) }.0, =/itAq  We compute t
qE  and select partial columns of t

qE  

according to the flag element in tω  to get ., tR
qE  Then it is decomposed 

into H
qq

tR
q VUE ∇=,  by QSVD method. Update the t-th column of t

qd  as 

the first column vector of .qU  The sparse coefficient of the t-th column 

atom is obtained by multiplying the first column of H
qV  by ( ).1,1∇  

(4) If the number of iterations of the experiment is reached, the final 

redundant dictionary qD  will be obtained. 

Here qD  is as follows: { }.k
l
b

l
g

l
r

l
q

l
qq djdidddD ++==  Otherwise, go 

to the step (2). 

Step 3: Fusion of coefficients 

The sparse representation coefficients of the corresponding reference 

image blocks and their similar image blocks of each image are fused 

according to certain fusion rules to obtain the sparse coefficients of 

images waiting to be reconstructed. In this paper, the fused coefficient 

vector l
qFa ,  is calculated according to the “max-L1” rule. 









α

α>αα
=α

.else

,

,

1
,

1
,,

,
l

qB

l
qB

l
qA

l
qA

l
qF   (14) 
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Step 4: Reconstruction of image 

Reconstruction of the image is the inverse process of sparse 

decomposition, which combines the over-complete dictionary with the 

fused coefficients. The learned dictionary qD  is multiplied by the fused 

coefficient l
qF ,α  to obtain the fused vector .,

l
qFV  It is expressed as 

follows: l
qF

l
qFq

l
qF VDV ,,, ⋅α=  is the fused column vector of reference 

image blocks and similar image blocks. The inverse process of the 

vectorization process in Step 2 is used to obtain the fused reference image 

blocks and similar image blocks, and restore them to their initial 

positions. 

Finally, all the image blocks restored to the same initial position are 

arithmetically averaged to get the fused image qFI ,  represented by 

quaternion. Then, the quaternion image is converted into a color fusion 

image FI  in the form of GR,  and .B  

4. Experiments and Analysis 

In this subsection, in order to prove the effectiveness of the proposed 

algorithm, multi-focus color image datasets named Lytro [38], which 

contains 20 pairs of color multi-focus images, are used for experiments. A 

part of Lytro are shown in Figure 3. At the same time, some popular 

image fusion methods such as the transform domain methods, SR [19], 

the spatial domain methods MWG [18], DSIFT [42], and deep learning 

based CNN [41] are set as the contrast methods. The parameters of each 

method are set strictly according to the recommended values mentioned 

in the relevant literatures for the optimal performance. And the 

experiment results told that the proposed method has a superior 

performance and can achieve a better visual effect for multi-focus image 

fusion from both intuitive visual perception and objective perception. 



A SPARSE REPRESENTATION METHOD BASED ON … / IJAMML 15:1 (2021) 1-29 17 

 

Figure 3. Examples of the source image pairs from the “Lytro” multi-

focus dataset. 

4.1. Subjective visual effect 

In this subsection, the fusion results of three pairs of testing images 

are respectively exhibited in Figures 4 and 5 to assess the performance of 

different fusion methods from the perceptive of visual quality. In Figure 

4, from the difference image between the fusion result of SR method and 

the source image, we can observe that the boundary of the focused area 

and the defocused area marked by the yellow box produces artifacts. The 

places marked with green boxes showed different degrees of residues. The 

MWG method produces a certain degree of residue on the boundary 

between the focused area and the defocused area, which can be shown in 

the area marked by the yellow box in the difference image. DSIFT 

method has a good performance in distinguishing the boundary between 

the focused area and the defocused area. CNN method fails to deal with 

the rich and detailed boundaries between the focused area and defocused 

area marked out with red box. It can’t deal with the gap between the 

focused finger and the defocused background well, which can be reflected 

in the part of the yellow box marked finger and the background in the 

difference image. DSIFT method is also not good in dealing with the gap 

between the finger and the background. Our method can distinguish the 

gap between the focused finger and the unfocused background, such as 
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the area marked by the yellow box in the difference image. Our method 

also shows a good result in dealing with focused and unfocused regions, 

and the fusion results are more consistent with human visual perception 

subjectively. 

In Figure 5, for the SR method, we can see that there is a certain 

degree of residue in the defocused region in the difference image between 

the fusion result and the source image. It can be shown in the area 

marked by the yellow box. The MWG method does not deal with the 

focused area and the defocused boundary well, and produces artifacts at 

the boundary, which can be reflected in the area marked by the yellow 

box. It also has not achieved satisfactory results in dealing with children’s 

neckline, which can be shown in the red box marked area. DSIFT method 

also has residues in the defocused area, which can be reflected in the area 

marked by the yellow box. It also failed to deal with the boundary of 

children's clothes, and failed to maintain the continuity and integrity of 

the clothing boundary, which can be reflected in the area marked by the 

red box. CNN method also produces unsatisfactory results in dealing with 

the boundary of children’s clothes, such as the area marked by the yellow 

box in the difference image between the fusion result and the source 

image. Not only can our method keep the continuity and integrity of the 

boundary of children’s clothes, but also have no residue in the focused 

area and defocused area. Our method also produces no artifacts at the 

boundary of the focused area and the defocused area. 
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DSIFT DSIFT-Source 1 DSIFT-Source 2 

 

CNN CNN-Source 1 CNN-Source 2 

 

Proposed Proposed-Source 1 Proposed-Source 2 

Figure 4. Fusion results of the 1st image pair in Figure 3 using different 

methods. The first column is the fused images obtained by SR, MWG, 

DSIFT, CNN and our proposed method. The other two columns are 

respectively the difference between the fused image and two source 

images. 
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DSIFT DSIFT-Source 1 DSIFT-Source 2 

 

CNN CNN-Source 1 CNN-Source 2 

 

Proposed Proposed-Source 1 Proposed-Source 2 

Figure 5. Fusion results of the 4th image pair in Figure 3 using different 

methods. The first column is the fused images obtained by SR, MWG, 

DSIFT, CNN and our proposed method. The other two columns are 

respectively the difference between the fused image and two source 

images. 
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4.2. Objective evaluation indexes 

In order to make a more comprehensive analysis and comparison, we 

select several quantitative metrics to evaluate the fusion performance of 

these methods in various aspects from an objective perspective. In our 

experiments, we exploit six evaluation metrics to objectively evaluate the 

performance of fused images obtained by different algorithms, which are 

phase congruency PQ  [39], SSIM-based metric YQ  [40], nonlinear 

correlation information entropy NCIEQ  [43], human perception-based 

metric CBQ  [44], mutual information MIQ  [45], tsallis entropy-based 

metric TEQ  [46]. For all the six evaluation metrics, a larger value 

indicates a better fused result. For quantitatively assess the performance 

of different fusion methods, we carry out the fusion upon twenty pairs of 

source images with different scene and list the average scores belong to 

the six metrics in Table 1, where the best result for each assessment is 

highlighted in bold. From the comparison of objective assessment, we can 

find that most performance scores of the former three methods 

comprehensively fall behind the later four methods. Our proposed method 

gets the best score in all six metrics. To sum up briefly, the validity and 

superiority of our proposed method are demonstrated by both of the 

subjective visual effects and objective performance assessment. 

Table 1. Objective assessment of different fusion methods 

Method PQ  YQ  NCIEQ  CBQ  MIQ  TEQ  

SR 0.8168 0.9653 0.8374 0.7756 1.0642 0.8133 

MWG 0.8240 0.9786 0.8396 0.7893 1.0918 0.8138 

DSIFT 0.8320 0.9789 0.8415 0.8014 1.1292 0.8162 

CNN 0.8326 0.9781 0.8402 0.7995 1.1095 0.8170 

Proposed 0.8464 0.9857 0.8436 0.8054 1.1341 0.8216 
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5. Conclusion 

In this paper, we propose a multi-focus image fusion algorithm based 

on quaternion theory and sparse representation theory. By representing 

the source color image in the form of quaternion, the pixels of the color 

image can be processed as a whole vector, and the fusion image 

represented by quaternion can be obtained by combining with the sparse 

representation model. Finally, the fusion image of color RGB can be 

obtained after transformation. Unlike the traditional sparse 

representation model, this method does not process the three channels of 

color image separately or connect them together for processing. Our 

method can overcome the limitation of splitting the connection among the 

channels of color image and effectively maintain the connection among 

the three channels of color multi-focus image. And the information of the 

focus areas in the source images can be obtained effectively, and the 

fusion image with rich focus information can be obtained, which is more 

in line with the perception of human vision. From the experimental 

results, not only is the method superior to other competitive methods in 

subjective vision, but also it better than other competition methods in 

objective evaluation. 
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