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Abstract 

We consider in this paper, a new a posteriori residual type error estimators for 
the Stokes-Darcy coupled problem analyzed in [1] on isotropic meshes. Our 
analysis covers two-and three-dimensional domains, conforming discretizations 
as well as different elements. We derive a reliable and efficient residual-based a 
posteriori error estimator for this coupled problem. The proof of reliability 
makes use of suitable auxiliary problems, continuous inf-sup conditions 
satisfied by the bilinear forms involved, and local approximation properties. The 
a posteriori error estimate is based on a suitable evaluation on the residual of 
the finite element solution. It is proven that the a posteriori error estimate 
provided in this paper is both reliable and efficient. 
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1. Introduction 

The coupling of Stokes and Darcy flow problems has received 
significant attention over the past several years due to its importance in 
modelling problems such as surface fluid flow coupled with flow in porous 
media, see [6]-[9] and the references therein. Mathematical justification 
for the interface boundary condition was derived in Jäger and Mikelic [7] 
and Mardal et al. [8] for the robust finite element constructions. Well-
posedness and convergence of the finite element method can be found in 
[1]. A posteriori error estimates are computable quantities in terms of the 
discrete solution of data that measure the actual discrete errors without 
the knowledge of exact solutions. They are essential for designing 
algorithms with adaptive mesh refinement which equidistribute the 
computational effort and optimize the approximation efficiency. It 
ensures a higher density of nodes in a certain area of the given domain, 
where the solution is more difficult to be approximated, using an a 
posteriori error indicator. Ever since the pioneering work of Bieterman 
and Babuska [10], the adaptive finite element method based on a 
posteriori error estimates has been extensively investigated. In [4], two a 
posteriori error estimators for the mini-element discretization of the 
Stokes equations were presented. Recently, a residual-based a posteriori 
error estimator for the Stokes-Darcy coupled problem was presented in 
[11], where Bernardi-Raugel and Raviart-Thomas elements for the 
velocity and piecewise constants for the pressures were considered. A 
posteriori error estimates for the finite element approximation of the 
distributed optimal control problems governed by the Stokes equations 
was derived in [12, 35, 36]. 

The purpose of this work is to derive a reliable and efficient residual-
based a posteriori error estimator for the Stokes-Darcy coupled problem 
analyzed in [1]. Though one might think a priori that this should follow 
simply by combining the corresponding approaches already available for 
the Stokes and Darcy problems, the analysis below will show that this 
idea works only partially since further difficulties and several technical 
issues arise along the way. In this respect, it is important to remark that, 
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on one hand, the transmission conditions stop us from splitting the 
analysis into the Stokes and Darcy parts, and, on the other hand, these 
conditions cannot be neglected since they also have to be incorporated 
into the resulting a posteriori error estimate. 

The remainder of the paper is organized as follows: in Section 2, we 
recall from [1] the Stokes-Darcy coupled problem and its continuous and 
discrete mixed variational formulations. The kernel of the present work 
is given by Section 3, where we develop the a posteriori error analysis. 
We employ auxiliary problem, suitable continuous inf-sup conditions, and 
local approximation properties for to derive a reliable residual-based a 
posteriori error estimator (Theorem 3.1). 

Next, we apply inverse inequalities, triangular inequality, Cauchy-
Schwartz inequality, and the localization technique based on simplex-
bubble and face-bubble functions to show the efficiency of the error 
estimator (Theorem 3.2). 

In a forthcoming paper, we present the results of numerical tests 
with the finite element methods. Throughout the rest of the paper, we 
utilize the standard terminology for Sobolev spaces. In particular, if S is 
an open set, its closure, or a Lipschitz continuous curve, and ,R∈r  then 

Sr,⋅  and Sr,⋅  stand for the seminorm and norm in the Sobolev spaces 

( ) [ ( )] ,, drr SHSH  and [ ( )] .ddr SH ×  Hereafter, given any normed space 

dUU ,  and ddU ×  denote, respectively, the space of vectors and square 

matrices of order d with entries in U. Also, we employ 0 as a generic null 
vector. 

Finally, let kP  be the space of polynomial of total degree not larger 

than .k  In order to avoid excessive use of constants, the abbreviations 
yx ~<  and yx ~  stand for cyx ≤  and ,21 xcyxc ≤≤  respectively, with 

positive constants independent of yx,  or .hT  
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2. The Stokes-Darcy Coupled Problem 

2.1. The model problem 

The model we consider consists of Stokes flow in the fluid region 
dR⊂Ω1  and Darcy’s law in the porous medium domain dR⊂Ω2  

(where d = 2, 3). These are separated by an interface .IΓ  Here ,d
j R⊂Ω  

( )2,1=j  are bounded domains with outward unit normal vectors 
.2,1, =jjn  Let .\: Ijj ΓΩ∂=Γ  Each interface and boundary is 

assumed to be polygonal. 

The fluid velocities and pressures in 1Ω  and 2Ω  are denoted by: 

,: d
jj R→Ωu  fluid velocity in ,jΩ  

,: R→Ω jjp  fluid pressure in .jΩ  

It is important to keep in mind that the velocities and pressures play 
different mathematical (and physical) roles in the fluid region and in the 
porous medium. 

Recall that the deformation rate tensor D and stress tensor Φ  
associated with ( )11, pu  are defined by: 

( )
{ }

,in2
1: 1

,,1,

11
1 Ω








∂
∂
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∂
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=
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j

j
i

xx …

uuuD  (1) 

( ) ( ) ,in2:, 11111 Ωµ+−=Φ uDIu pp  (2) 

where µ  is the viscosity of fluid. Assuming Stokes flow, ( )11, pu  satisfies 
on :1Ω  

( )
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where 1f  is a data which belongs to the space [ ( )] .1
2 dL Ω  
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Assuming Darcy’s law and no flow through ( )222 ,, puΓ  satisfies on 

:2Ω  

( )

( )

( )











Γ=⋅

Ω=⋅∇

Ω∇−=

,flownoon0

,massofonconservatiin

,laws,Darcyin

222

222

222

nu
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(4) 

where K is a symmetric and uniformly positive definite tensor 
representing the rock permeability divided by the fluid viscosity. The 
source 2f  is assumed to satisfy the solvability condition: 

,02
2

=∫Ω dxf   (5) 

which makes physical sense due to the no-flow boundary condition on 

2Ω∂  and to (6) below. The mixed formulation (4) is the most natural one 

for computations in the porous medium region since it leads to direct 
approximation of the velocity. 

Interface conditions 

The problem (3)-(4) must be coupled across IΓ  by the correct 

interface conditions. Mass conservation across IΓ  is expressed by: 

.on02211 IΓ=⋅+⋅ nunu   (6) 

The second interface condition is balance of normal forces across :IΓ  

( ) .on2 21111 Ipp Γ=⋅⋅µ− nuDn   (7) 

The back interface condition is now know as the Beavers-Joseph-Saffman 
law whose that: 

( ) .1,,1where,on2 111 −=Γ⋅µ−=⋅⋅µ djIj
j

j …ττ uuDn
k

  (8) 
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The jτ  are the tangentials vectors on 0:, >⋅µ⋅=Γ jhjI ττ Kκ  is the 

friction constant, and the Beavers-Joseph-Saffman law that the slip 
velocity along IΓ  is proportional to the shear stress along IΓ  (assuming 

also, based on experimental evidences, that jτ⋅2u  is negligible). 

Remark 2.1. We remark that on :IΓ  

( ) ( ) and,2, 11111111 nnnn ⋅⋅µ+−=⋅Φ⋅ uDu pp   (9) 

( ) ., 1111 j
j

j p ττ ⋅µ−=⋅Φ⋅ uu κn  (10) 

 

Figure 1. A sketch of the geometry of the problem (case: ).Id Γ=/Ω∂  
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Figure 2. A sketch of the geometry of the problem (case: ).Id Γ=Ω∂  

2.2. Weak formulation of the coupled problem 

In order to introduce the weak formulation of coupled problem, we 
define the spaces 

,: 21 HHH ×=   (11) 

( ) ( ),: 2
2
01

2
0 Ω×Ω= LLM   (12) 

( ),: 21
IH Γ=Λ   (13) 

where 

{ [ ( )] },on0:: 111
1

11 Γ=Ω∈= vvH dH  

{ ( ) }.on0:,div: 222222 Γ=⋅Ω∈= nvvH H  

The space H is equipped the product norm: += Ω1,11: vv H  

( ),2,div2 ΩHv  for all ( ) .,: 21 Hvvv ∈=  
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For a connected open subset of the boundary ,21 Ω∂Ω∂⊂Γ ∪  we 

write Γ..,  for the ( )Γ2L  inner product (or duality pairing), that is, for 

scalar valued functions ( ),, 2 Γ∈ηλ L  one defines 

( ) ( ) .:, dsss ηλ=ηλ ∫ΓΓ   (14) 

Also, we denote the global unknowns ( ) ( )2121 ,:,,: ppp == uuu  
and introduce the Lagrange multiplier 2: p=λ  on .IΓ  Hence, we 
proceeding in the usual way (see [1], for example), we find that the mixed 
variational formulation of coupled problem reads as follows: Find 
( ) Λ××∈λ Mp Hu ,,  such that 

( ) ( ) ( ) ( )

( ) ( )

( )


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


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b
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 (15) 

where 

( ) ;:,:, 2211 R→Λ×>λ⋅+⋅=<λ Γ Hnvnvv IIb  

( ) ( ) ;:,:,
2

1
R→×= ∑

=

HHvuvua iii
i

a  

( ) ( ) ;:,:,
2

1
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=
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i
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( ) ( ) ( ) ( ) ,,:,,:
21 2211 ΩΩ −== qfqgl vfv  
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11111
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( ) ,:, 22
1

222
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vuKvu ⋅= −

Ω∫a  

( ) ( ) .:,,:, 2222211111
21

vvvv ⋅∇−=⋅∇−= ∫∫ ΩΩ
qqbqqb  
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Here, we use the standard notation for the contraction of two matrices A 
and B, i.e., 

.::
1,

ijij

d

ji
BABA ∑

=

=  

The reason for keeping ( )IH Γ21  as the right space for the Lagrange 

multiplier λ  which differs from choice of ( ) [ ( ) ( )] 21
1
0

221
00 ,: III HLH ΓΓ=Γ  

adopted in [1], is that λ  represents the trace of the porous pressure on 
,IΓ  and hence there is no physical reason to assume that λ  vanishes in 

2Γ  belong to ( ).2
21 Ω∂H  The present choice of ( )IH Γ21  is also justified 

in Subsection 4.1 of [22]. We now recall that, given ,22 Hv ∈  the 

boundary condition 022 =⋅ nv  on IΓ  means: 

( ) ( ),,0, 21
000022 2 IHE Γ∈ξ∀=ξ⋅ Ω∂nv   (16) 

where ( )ξ00E  denotes the extension by zero in IΓ  of each ( ),2
21 Γ∈ξ H  

and 
2

.., Ω∂  stands for the duality pairing of ( )2
21 Ω∂−H  and 

( )2
21 Ω∂H  with respect to the ( )2

2 Ω∂L -inner product. 

As a consequence, it is not difficult to show (see ([22], Section 2)) that 
the restriction of 22 nv ⋅  to IΓ  can be identified with an element of 

( ) :21
IH Γ−  

( ) ( ),,,:, 21
2222 2 IHE

I
Γ∈ξ∀ξ⋅=ξ⋅ Ω∂Γ nvnv   (17) 

where ( ) ( )2
2121: Ω∂→Γ HHE I  is the bounded linear operator defined 

by ( ) ( )zE γ=ξ :  for each ( ) ( ) ( )2
21

2
121 :, Ω∂→ΩγΓ∈ HHHz I  is the 

usual trace operator, and ( )2
1 Ω∈ Hz  is the unique solution of 

.on0andon;in0 222 Γ=⋅∇Γξ=Ω=∆ nzzz I   (18) 
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Moreover, thanks to (16) and (17), we may also write ⋅=ξ⋅ Γ 222 :, vnv
I

 

,,
22 Ω∂ξn  with ( )2

21 Ω∂∈ξ H  such that ξ=ξ  on .IΓ  

In fact, one can prove the following result ([1], Theorem 3.1 and 
Lemma 3.4). 

Theorem 2.1. There exists a unique solution ( )λ,, pu  to the problem 

(15). 

2.3. Finite element discretization 

This under section considers the finite element discretization of the 

coupled problem. We let ( ) ( )2,10 => jh
h
jT  be members of shape-regular 

families of triangulations, that is, satisfying the minimum angle 
condition, of 1Ω  and ,2Ω  respectively, by simplex T of diameter Th  (that 

is T = triangle if 2=d  and T = tetrahedral if 3=d ). Next, we assume 

that the vertices of h
1T  and h

2T  coincide on the interface .IΓ  We define 

( ) 0>h
hT  a family regular of triangulation on ∪∪ IΓΩ=Ω 1:  ,2Ω  by 

,: 21
hhh TTT ∪=  where { }2,1;max: == ihh i  which max:=ih  

{ }h
iT Th T∈,   for each { }.2,1∈i  We use the notation 

( ) =ε :Th  the set of all faces of the elements K, 

( ) =Γε :Ih  the set of all element faces E with .IE Γ⊂  

We now consider hhhh MM 2121 ,,, HH  and hΛ  be finite dimensional 

subspaces of ( ) ( ),,,, 2
2
01

2
021 ΩΩ LLHH  and ,Λ  respectively. Then, we 

denote the products spaces as follow hhh
21: HHH ×=  and 

×= hh MM 1 .2
hM  
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In this way, the Galerkin schemes of (15) is given by: Find ( ,, hh pu  

) hhhh M Λ××∈λ H  such that 

( ) ( ) ( ) ( )

( ) ( )

( )






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Λ∈ξ∀=ξ

∈∀=

∈∀=λ++
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,,,

,,,,,

hhhh
I

hhhhh

hhhhh
I

hhhh

b

Mqqgq

lbp

u

ub

Hvvvvbvua

 

(19) 

Throughout the rest of the subsection, we assume the following 
hypotheses on the subspaces: 

(G.1): For the discretization of the fluid’s variables we choose finite 

element spaces hh M11 ,H  which are assumed to be div-stable (also called 

LBB-stable) i.e., there exists 01 >β  independent of the h, such that for 

each hh Mq 11 ∈  there holds 

( ) ,,sup
1

111
,011

,11

111
Ω

Ω∈
β h

h

hh
qqb

hh


v
v

Hv
 (20) 

and to satisfy a discrete Korn inequality: there exists 01 >α  

independent of the h, such that, 

( ) ( ) .:
11

,11111 ΩΩ
α∫ hhh vvDvD   (21) 

In addition, the space of constant functions on 1Ω  is contained in .1
hM  

(G.2): For the discretization of the porous medium problem in ,2Ω  we 

choose finite element spaces hh M22 ,H  which are assumed to be stable, 

that is, there exists ,02 >β  independent of h, such that for each 
hh Mq 22 ∈  there holds 

( )

( )
.,sup

2
222

,222
,div2

222
Ω

Ω∈
β h

H
h

hh
qqb

hh


v
v

Hv
 (22) 
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(G.3): With (G.1) and (G.2), we assume that the space hΛ  satisfies 
the inf-sup condition, that is, there exists 04 >β  such that for each 

hΛ∈ξ  there holds 

( ) .,sup ,214 Ih
Ib

Γ
∈

ξβ
ξ


HHv v
v  (23) 

(G.4): Finally, we assume that, there exists an operator 

( ),, 21
hhh III =  with [ ( )]dii

h
i H Ω→ 1: HI  such that 

( ) ,2,1, =⊂ ih
ii

h
i HHI   (24) 

satisfying the local approximation properties: 

( ) ( ) ,2,1,,,01,0 =∈∀≤− ∆ iThC h
iTiTTi

h
ii TvvIv  (25) 

( ) ( ) ,,,01
21

2,0111 hEEE
h EhC ε∈∀≤− ∆vvIv  (26) 

( ) ( ) [ ( )] ,,, 2
1

22,12
21

3,022222
dh

EEE
h HEhC Ω∈∀∈∀≤⋅−⋅ ∆ vvnvInv T  

(27) 

where ( ) { }0:: /≠′∈′=∆ TTTT h
i ∩∪ T  and ( ) { }.0:: /≠′∈′=∆ ETTE h

i ∩∪ T   

Theorem 2.2. Assume that the hypotheses (G.1), (G.2) and (G.3) hold. 

Then the Galerkin scheme (19) has a unique solution ( )hhh p λ,,u  

.hhh M Λ××∈ H  

Proof. Cf. [1, 22].   

2.4. Examples of subspaces satisfying the hypotheses 

There is a large variety of stable Stokes elements available in the 
literature: The Table 1 below provides a list of stable elements covered by 
our analysis. The first line gives alternative references where some 
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equivalences between the error and the residual error estimator have 
been proved (over kinds of estimators are omitted). In Table 1, the space 

TS  is Stokes local space, TD  is Darcy local space, and TL  is Lagrange 

multiplier space. BDM is Brezzi-Douglas-Marini element, BDFM is 
Brezzi-Douglas-Fortin-Marini element, BDDF is Brezzi Douglas-Duran-
Fortin element and CD is Chen-Douglas element. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table 1. Stable isotropic elements covered 

Examples 

Spaces 
Example 1 Example 2 Example 3 Example 4 

References [3] [25, 30, 31] [33] [21] 

TS  

Mini-Element 

(ABF): 

[ ] 11 PP dbulle−  

Bernardi-Raugel 

(BR): 

[ ] Enrichi1 ⊕dP  

Taylor-Hood 

(TH): 

[ ] 1
2 PP d  

Bernardi-Raugel 
(BR): 

[ ] Enrichi1 ⊕dP  

TD  

Raviart-Thomas 

(RT): 

( ) ( )xTT k
d

k PP ⊕  

N∈k  

BDM, BDFM 

or 

BDDF, CD 

Raviart-Thomas 

(RT): 

( ) ( )xTT k
d

k PP ⊕  

N∈k  

Raviart-Thomas 

(RT): 

( ) ( )xTT k
d

k PP ⊕  

N∈k  

TL  −1P  Lagrange −1P  Lagrange −1P  Lagrange −1P  Lagrange 
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3. Error Estimators 

Here we present our main results, namely reliable and efficient error 
estimation on isotropic meshes. We will discuss the a posteriori error 
estimates for finite element approximations of the Darcy-Stokes systems. 
The upper error bound is derived in Subsection 3.3, whereas the lower 
error bound is proven in Subsection 3.4. We begin with some notations. 

3.1. Notations 

Given { }2,1∈i  and ,h
iT T∈  we let ( )Thε  be the set of faces of T 

and denote by hε  let the set of all faces of .hT  Then we write 

( ) ( ) ( ) ( ) ( ),2211 ΓεΩεΓεΩεΓε=ε hhIhhhh ∪∪∪∪  where ( ) { hih E ε∈=Γε :  

} ( ) { } 2,1,::,: =Ω⊂ε∈=ΩεΓ⊂ iEEE ihihi  and ( ) { hIh E ε∈=Γε :  

}.: IE Γ⊂  

Now, let ( )iLq Ω∈ 2  such that ( )TCq T ∈  for each ,h
iT T∈  and let 

( ) ( ),ihh TE Ωεε∈ ∩  we denote by [ ]Eq  the jump of q across E, that is, 

[ ] ( ) ,: ETTE qqq ′−=  where T ′  is the other element of h
iT  having E as 

face. Also, the jump of some (scalar or vector valued) function [ 2L∈v  

( )] { }2,1, ∈Ω id
i  such that ( )[ ]dT TC∈v  defined as [ ] ( ) .: ETTE ′−= vvv  

In this next following, we denote by ( ),,, λpu  with ( )21, uuu =  and 

( )21, ppp =  the unique solvability of continuous problem (15). Also, we 

denote by ( ),,, hhh p λu  with ( )hhh
21 , uuu =  and ( )hhh ppp 21 ,=  the 

unique solvability of approach problem (19). 

3.2. Residual error estimators 

The general philosophy of residual error estimators is to estimate an 
appropriate norm of the correct residual by terms that can be evaluated 
easier, and that involve the data at hand. 
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Definition 3.1 (Residual error estimator). For each ,hT T∈  we 

define the based-residual errors indicator { }2,1,, ∈Θ iTi  by: 

T
h

Th
h

TT h ,01,0,11,1 : uf ⋅∇+Φ⋅∇+=Θ  

( ) ( )
( ) E

h
hE

TE
h

Ihh
,011,11

21 nnn λ+⋅Φ⋅+ ∑
Γεε∈ ∩

 

( ) ( ) E
jj

h
j

jh

d

j
E

TE
h

Ihh ,0
1,11

1

1

21 τττ 







⋅µ+⋅Φ⋅+ ∑∑

−

=Γεε∈

un κ
∩

 

( ) ( )
E

hh

TE Ihh
,02211 nunu ⋅+⋅+ ∑

Γεε∈ ∩
  

( ) ( )
[ ( ) ] ,,22

1
1

,0
1,1

1

1
1,1

21

1

h

E
Ejhj

d

j
hE

TE
Th

hh

T∈∀⋅Φ⋅µ+⋅Φ+ ∑∑
−

=Ωεε∈

ττ nn
∩

 

(28) 

where h,1Φ  is defined by 

( ) ,on2: 111,1
hhh

h TIp T∈µ+−=Φ uD  (29) 

and 

T
hh

T
hh

TT fph ,022,02
1

2,2 : uu ⋅∇−++∇=Θ −K  

( ) ( )
( ) E

hh
E

TE
nph

Ihh
,022

21 λ−+ ∑
Γεε∈ ∩

 

( ) ( )
[ ] EE

h
E

TE
ph

hh
,022

21

2
2
1 n∑

εΩε∈

+
∩

 

( ) ( )
., 2,022

21

2

h
E

h
E

TE
Tph

hh

T∈∀+ ∑
εΓε∈

n
∩

 (30) 
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Then, we introduce the global a posteriori error estimator 

.:

21

2
,2

2
,1

21















Θ+Θ=Θ ∑∑

∈∈

T
T

T
T hh TT

 (31) 

Remark 3.1. The residual character of each term on the right-hand 
sides of (28) and (30) is quite clear (see, the consistance property (38) and 
the residual equation (39) below). 

3.3. Proof of the upper error bound 

Global upper error bound is given by the theorem:  

Theorem 3.1 (Global upper error bound). The following global 
upper error bound holds: 

( ) ,21 ζ+Θλ−λ+−+− Γ 
I

h
M

hh pp HHuu   (32) 

with 

.:

21

2
,022

22
,011

2

21















−+−=ζ ∑∑

∈∈
T

h
T

T
T

h
T

T

ffhh
hh TT

ff  (33) 

The constant intervenying in this inequality (i.e., (32)) depends of 
parameter of regularity of the triangulation. 

Proof. For all ( ) Yu ∈λ= ,, pU  and ( ) ,,, Yv ∈ξ= qV  we define 

the continuous bilinear form R→× YY:A  by: 

( ) ( ) ( ) ( ) ( ) ( ).,,,,,:, ξ++λ++= uubvvbvua II bqbpVUA   (34) 

Hence, the problem ( )P  is equivalent to problem ( ) :Q  Find Y∈U  such 

that 

( ) ( ) ( ) ( ) ( ).where,,, qglVGAVVGVUA +=∈= vY   (35) 
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Thus, approach problem ( ) :hQ  Find h
hU Y∈  such that 

( ) ( ) .,, hhhhh VVGVUA Y∈∀=   (36) 

Then, (cf. [5], Theorem 2.4, pp. 32): the bilinear form A satisfy the inf-sup 
condition on ,YY ×  i.e., there exists a constant 0>β  such that: 

( ) .UUV
VUA

V
YY

YY
∈∀β≥

∈
,,sup   (37) 

And, we have the consistance property or Galerkin orthogonality 
relation 

( ) .,0, hhhh VVUUA Y∈∀=−   (38) 

Applying the definition of residual, the consistance property (38) and 
proceeding by integration by parts on each element of meshes, we obtain 
the residual equations which is given by: 

( ) ( ) ( ) ( ) ( )h
h

h
T

hh
T

T
h

h
VUUA 11,111111

1

, vvfvvff −⋅Φ⋅∇++−⋅−






=− ∫∫∑
∈T

 

( ) ( )
( ) ( )hh

h
ETE

h
T

Ihh

q 1111,1111 vvnnnu −⋅λ+⋅Φ⋅−⋅∇+ ∫∑∫
Γεε∈ ∩

 

( ) ( )
( ) ( )h

jj
h

j
hj

d

jETE Ihh
1111,1

1

1
vvun −⋅⋅µ+⋅Φ⋅− ∑∫∑

−

=Γεε∈

τττ κ
∩

 

( ) ( )
[ ( ) ] ( )h

Ejhj

d

j
h

ETE hh
111,1

1

1
1,1 22

1

1

vvnn −⋅⋅Φ⋅µ+Φ− ∑∫∑
−

=εΩε∈

ττ
∩

 

( ) ( ) 





>ξ⋅+⋅<− ∑
Γεε∈

E
hh

TE Ihh

,2211 nunu
∩

 

( ) ( ) ( )hhh
T

h
T

T

pqff
h

222
1

2222

2

vvuK −⋅+∇−−






+ −

∈
∫∫∑

T
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( )
( ) ( )

( ) ( )hhh
ETE

hh
T

pqf
Ihh

2222222 vvnu −⋅λ−+⋅∇+−+ ∫∑∫
Γεε∈ ∩

 

( ) ( )
[ ] ( )

( ) ( )
( ) ,2

1
22222222

22 





−⋅+−⋅+ ∫∑∫∑
εΓε∈εΩε∈

hh
ETE

h
E

h
ETE

pp
hhhh

vvnvvn
∩∩

 

(39) 

additionally, we have 

( ) ( ) ,, 22211
21

qfqq hh
h −⋅∇+⋅∇=− ∫∫ ΩΩ

uuuub  (40) 

( ) ,,, 2211 I
hh

hIb Γ>ξ⋅+⋅<−=ξ− nunuuu  (41) 

h
1f  is the approximation of the data 1f  in [ ( )]dL 1

2 Ω  space of functions 

polynomial on each element hT 1T∈  and hf2  is the approximation of the 

data 2f  in ( )2
2 ΩL  spaces polynomial on each element .2

hT T∈  

We apply respectively the triangular inequality and Cauchy-
Schwartz inequality to the residual equation (39). Next, we use 
respectively the interpolation operators of the assumption (G.4) and the 

inf-sup condition (37), replacing U by .hUU −  We omit the details.   

3.4. Proof of the lower error bound 

In order to derive the upper bounds for the remaining terms defining 
the a posteriori error indicator { },2,1, ∈Θ iTi  we proceed similarly as in 

[19] and [20] (see also [21]), and apply inverse inequalities, and the 
localization technique based on simplex-bubble and face-bubble 
functions. To this end, we now recall some notation and introduce                     

further preliminary results. Given ,hT T∈  and ( ),TE hε∈  we let Tb  

and Eb  be the usual simplex-bubble and face-bubble functions, 

respectively (see (1.5) and (1.6) in [3]). In particular, Tb  satisfies 

( ) ( ) ,over0,supp,3 TbTbTb TTT ∂=⊆∈ P  and 10 ≤≤ Tb  on T. 
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Similarly, ( ) ( ) { ( )} 0,::supp,2 =′ε∈′=⊆∈ EhEEE bTETWbTb ∪P  on 

ET \∂  and 10 ≤≤ Eb  in .EW  We also recall from [4] that, given 

,N∈k  there exists an extension operator ( ) ( )TCECL →:  that satisfies 

( ) ( )TpL kP∈  and ( ) ( )., EpppL E kP∈∀=  A corresponding vectorial 

version of L, that is, the componentwise application of L, is denoted by L. 
Additional properties of ET bb ,  and L are collected in the following 

lemma [4]. 

Lemma 3.1. Given ,∗∈ Nk  there exist positive constants depending 

only on k  and shape-regularity of the triangulations (minimum angle 
condition), such that for each simplex T and ( )TE hε∈  there hold 

( ),,,0,0
21

,0 Tqqqbq TTTT kP∈∀   (42) 

( ),,,0
1

,1 Tqqhq TTT kP∈∀−   (43) 

( ),,,0,0
21

,0 Epppbp EEEE kP∈∀   (44) 

( ) ( ) ( ).,,0
21

,1,0 EpphpLhpL EETET kP∈∀+    (45) 

3.4.1. Lower error bound in 1Ω  

The lower error bound in 1Ω  is given by the following proposition: 

Proposition 3.1 (Local lower error bound in 1Ω ). For each 

,1
hT T∈  the following local lower error bound holds: 

{ TTT W
h

W
h

W
h

T pp
111 ,011,022,111,1 −+−+−Θ uuuu  

( kkkk

k
,011,111,0 1

1

hhh

W

pph
T

−+−+λ−λ+ ∂Γ
∈
∑ uu∪  

( ) )},,011,022 kk
hh ffuu −+−⋅∇+  (46) 
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where TW1  is defined as follow: 

{ ( )}.:: 111 Ωε∈′∂∂∈′= h
hT TTTW ∩T   (47) 

Proof. We begin by bounding each term of the residuals separately. 

● To estimate .,0,11 Th
h

Th Φ⋅∇+f  For each ,1
hT T∈  we choose in 

residual equation (39), ( )0,0,TV v=  and ( ),, 00v =h  with ( )TTT
21 , vvv =  

and 0v =T
2  on ,2Ω  

( )







Ω

∈Φ⋅∇+
=

.\on

,on
: 1,11

1
T

Tb h
Th

h
T

0

f
v

T
 (48) 

We have well Y∈V  and the residual equation (39) becomes: 

( ) ( ) ( ) ,, 1,11111
T

h
h

T
Th

T
h VUUA vfvff ⋅Φ⋅∇++⋅−=− ∫∫  

because the bubble-function Tb  is vanish on .T∂  

( ) ( ) ( ) ., 1111,11
Th

T
h

T
h

h
T

VUUA vffvf ⋅−−−=⋅Φ⋅∇+ ∫∫  (49) 

On the other hand, using the definition of operator A, we have 

( ) ( ) ( ) ( ) Th
T

Th
T

T
h

h
T

pp 1111111,11 :2 vvDuuDvf ⋅∇−−−µ=⋅Φ⋅∇+ ∫∫∫  

( ) .111
Th

T
vff ⋅−− ∫  (50) 

Applying respectively the triangular inequality and the Cauchy-Schwartz 
inequality to (50), we have 

( ) ( )T
h

T
hT

h
h

T
pp ,011,1111,11 −+−⋅Φ⋅∇+∫ uuvf   

.,01,011,11 T
T

T
h

T
T vffv ×−+×  
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Next, we use the inverse inequality (43), we have 

( ) ( ){ }T
h

T
h

T
h

TTTh
h pphb ,011,011,111

12
,0

21
,11 ffuuf −+−+−Φ⋅∇+ −  

.,01 T
Tv×  

Applying the inverse inequality (42), we have the estimation 

( ) { ( )T
h

T
h

TTh
h pph ,011,111

12
,0,11 −+−Φ⋅∇+ − uuf   

} .,01,011 T
T

T
h vff ×−+  (51) 

Finally, the property 10 ≤≤ Tb  and the inequality (51), lead to 

( ).,011,011,111,0,11 T
h

TT
h

T
h

Th
h

T hpph ffuuf −+−+−Φ⋅∇+   

(52) 

● To estimate .,01 T
hu⋅∇  

.,111,01 T
h

T
h uuu −⋅∇   (53) 

● To estimate ( ) ( ) ( ) .,011,11
21

E
h

hETE h
Ihh

nnn λ+⋅Φ⋅∑ Γεε∈ ∩  For 

each hT T∈  and for each ( ) ( ),Ihh TE Γεε∈ ∩  we choose in residual 

equation (39), ( ) ( ),,,00, 00vv == hE ,V  with ( ),,1 0vv EE =  where 

( ) )







Ω

λ+Φ⋅
=

T.\on

T,on.
: 11,11

1
0

nnnL
v E

h
hE b

 (54) 

We noted that the tangential component of E
1v  on E are vanish. In this 

case, the residual equation become: 

( ) ( ) ( ) ( h
E

E
h

h
T

Eh
T

h VUUA ,111,11111 ., Φ⋅−Φ⋅∇++⋅−=− ∫∫∫ nvfvff  

) .111
Eh vnn ⋅λ+⋅  
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Hence, 

( ) ( ) ) E
h

h
T

Eh
T

Eh
h

E
1,11111111,11 .vfvffvnnn Φ⋅∇++⋅−=⋅λ+⋅Φ⋅ ∫∫∫  

( )., VUUA h−−  

On the other hand, by definition of the operator A, we have 

( ) ( ) ( ) E
h

h
T

Eh
T

Eh
h

E
1,11111111,11 .vfvffvnnn Φ⋅∇++⋅−=⋅λ+⋅Φ⋅ ∫∫∫  

( ) ( ) ( ) Eh
T

Eh
T

pp 111111 :2 vvDuuD ⋅∇−−−µ+ ∫∫  

.,1 E
hE >λ−λ<− v  (55) 

We apply respectively the triangular inequality and the Cauchy-
Schwartz inequality to (55): 

( ) ( ) T
E

Th
h

T
hEh

h
E ,01,0,11,011111,11 vfffvnnn ×Φ⋅∇++−≤⋅λ+⋅Φ⋅∫  

( ) .2 ,21,011,11,011,111 E
h

E
E

T
E

T
h

T
h pp λ−λ×⋅+×−+−µ nvvuu  

(56) 

We apply the inverse inequality (45) to ,1
Ev  it comes 

( ) Th
h

ET
h

E
Eh

h
EE hChh ,0,11,011111,11

21 Φ⋅∇++−≤⋅λ+⋅Φ⋅∫ fffvnnn  

 T
h

T
hpp ,111,011 uu −+−+  

 ) .,011,11,21 E
h

hT
h

Th nnn λ+⋅Φ⋅×λ−λ+  (57) 

Also, by definition of the operator L, we have 

( ) ( ) [( 11,1111,11111,11 nnnLnnnvnnn ⋅Φ⋅×λ+⋅Φ⋅=⋅λ+⋅Φ⋅ h
h

h
Eh

h  

) ] [( ) ] .2
11,111 E

h
hE

h bb nnnn λ+⋅Φ⋅=λ+  
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We use the inverse inequality (44), and we have 

( ) Th
h

Eq
h

EE
h

hE hhh ,0,11,011,011,11
21 Φ⋅∇++−λ+⋅Φ⋅ fffnnn   

 T
h

T
hpp ,011,011 uu −+−+  

 ( ) .,011,11,21 E
h

hT
h

Th nnn λ+Φ⋅⋅λ−λ+  (58) 

Using estimation (52) and the fact that TE hh ≤  in (58), we lead to 

( ) ( )
( ) {

I
T

Ihh
T

h
W

h
E

h
hE

TE
h Γ∂

Γεε∈

λ−λ+−λ+Φ∑ ∩,21,111,011,11
21

1
.. uunnn   

( ) .,011,011

1
1 





−+−+ ∑
∈

kk

k

h

W
W

h hpp
T

T ff (59) 

● To estimate ( ) ( ) 







⋅µ+⋅Φ⋅∑∑ −

=Γεε∈ j
j

hj
d
jETE h

Ihh
ττ 11,1

1
1

21 un κ∩  

.,0 Ejτ  For each hT T∈  and for each ( ) ( ),Ihh TE Γεε∈ ∩  we choose in 

residual equation (39), ( ) 0vv == hEV ,0,0,  with ( )0vv ,1
EE =  and 

( )






Ω









⋅µ+⋅Φ⋅= ∑ −

=

.\on

,on: 11,1
1
11

T

TbEjj
j

hj
d
jE

0

unLv τττ κ  

(60) 

We noted that the normal component of E
1v  on E are vanish. Hence, the 

residual equation (39) become: 

( ) ( ) ( ) E
h

h
T

Eh
T

h VUUA 1,11111, vfvff ⋅Φ⋅∇++⋅−=− ∫∫  

.111,1

1

1

E
jj

h
j

hj
E

d

j
vun τττ 








⋅µ+⋅Φ⋅− ∫∑

−

=
κ  
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Then, 

( ) Eh
T

E
jj

h
j

hj
E

d

j
. 111111,1

1

1
vffvun ⋅−=








⋅µ+⋅Φ⋅ ∫∫∑

−

=

τττ κ  

( ) ( ),,1,11 VUUA h
E

h
h

T
−−⋅Φ⋅∇++ ∫ vf  

( ) ( ) ( ) ( ) Eh
T

Eh
T

h ppVUUA 111111 :2, vvDuuD ⋅∇−−−µ=− ∫∫  

( ) ( ).., 111

1

1
11 j

E
j

h
Ej

d

j
E

hE ττ ⋅−µ+>λ−λ⋅<+ ∫∑
−

=

vuunv κ  

Thus, 

( ) ( h
T

Eh
T

E
jj

h
j

hj
E

d

j
. 1111111,1

1

1
fvffvun ∫∫∫∑ +⋅−=








⋅µ+⋅Φ⋅

−

=

τττ κ  

) ( ) ( ) ( ) Eh
T

Eh
T

E
h pp 1111111,1 :2 vvDuuDv ⋅∇−+−µ−⋅Φ⋅∇+ ∫∫  

( ) ( ) .,11111

1

1
E

hE
j

E
j

h
Ej

d

j
>λ−λ⋅<+⋅⋅−µ+ ∫∑

−

=

nvvuu ττκ  

We apply respectively the triangular inequality and the Cauchy-
Schwartz inequality: 

( )ThT
hE

jj
h

j
hj

E

d

j
,0,11,011111,1

1

1
.Φ∇++−≤⋅








⋅µ+⋅Φ⋅∫∑

−

=

fffvun τττ κ
 

( T
E

T
h

T
h

E
E pp ,11,011,111,01 2 vuuv ×−+−µ+×  

( ) .. ,21,011,01,011

1

1
E

h
E

E
Ej

E
Ej

h
j

d

j
λ−λ×⋅+⋅−µ+ ∑

−

=

nvvuu ττκ  
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Let 

( )ThT
hE

jj
h

j
hj

E

d

j
f ,0,11,011111,1

1

1
Φ⋅∇++−≤⋅








⋅µ+⋅Φ⋅∫∑

−

=

ffvun τττ κ
 

( ) T
E

T
h

T
h

E
E pp ,11,011,111,01 2 vuuv ×−+−µ+×  

( ) .,01,21,011

1

1
E

E
E

h
Ej

h
j

d

j
vuu ×













λ−λ+⋅−µ+ ∑

−

=

τκ  

Next, we apply the inverse inequalities (44) and (42) to ,1
Ev  it comes: 

∇++−⋅







⋅µ+⋅Φ⋅∫∑

−

=
1,011111,1

1

1
fffvun TT

h
T

E
jj

h
j

hj
E

d

j
hhτττ κ  

T
h

T
h

T
h

Th pp ,011,111,21,0,1 2 −+−µ+λ−λ+Φ⋅ uu  

.,011

1

1
T

h
T

j

d

j
h uu −µ+ ∑

−

=
κ  

Using the estimation (52), we deduce finally: 

( ) ( )
Ejj

j
hj

d

j
E

TE
h

Ihh
,011,1

1

1

21 τττ 







⋅µ+Φ⋅∑∑

−

=Γεε∈

un κ
∩

 

I
TT T

h
W

h
W

hpp Γ∂λ−λ+−+






− ∩,21,111,011 11
uu  

( ) .,011,011

1






−+−+ ∑
∈

kkk

k

hh

W

h
T

uuff   (61) 
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● To estimate ( ) ( ) [ ( ⋅Φ⋅µ+Φ ∑∑ −
=Ωεε∈ hj

d
jhETE h

hh ,1
1
11,1

21 22
1

1
τn∩  

) ] .,01 EEjτn  For each hT 1T∈  and for each ( ) ( ),1Ωεε∈ hh TE ∩  we 

choose in residual equation (39), ( )0,0,EV v=  and ( ),, 00v =h  with 

0v =E
2  on 2Ω  and 

[ ( ) ] { } ( )






′Ω

=∂′∂′∈





 Φ⋅µ+Φ

= ∑ −

=

,\on

,,,on2: 1,1
1

11,1
1

TT

ETTTTb. EEjhj
d

jhE

∪

∩

0

nnLv kττ  

( ) ( ) ( ) E
h

h
TT

Eh
TT

h TVUUA 1,11111, vfvff ⋅⋅∇++⋅−=− ∫∫ ′′ ∪∪
 

[ ( ) ] .22
1

11,1

1

1
1,1

E
Ejhj

d

j
h

E
vnn ⋅⋅Φ⋅µ+Φ− ∑∫

−

=

ττ  

Hence, 

[ ( ) ] ( ) Eh
TT

E
Ejhj

d

j
h

E
11111,1

1

1
1,1 22

1 vffvnn ⋅−=⋅⋅Φ⋅µ+Φ ∫∑∫ ′

−

= ∪
ττ  

( ) ( ).,1,11 VUUA h
E

h
h

TT
−−⋅Φ⋅∇++ ∫ ′

vf
∪

 

By definition of operator A, we have: 

( ) ( ) ( ) ( ) ,.:2, 111111
Eh

TT
Eh

TT
h ppVUUA vvDuuD ∇−−−µ=− ∫∫ ′′ ∪∪

 

[ ( ) ] ( ) Eh
TT

E
Ejhj

d

j
h

E
11111,1

1

1
1,1 22

1 vffvnn ⋅−=⋅⋅Φ⋅µ+Φ ∫∑∫ ′

−

= ∪
ττ  

( ) ( ) ( )Eh
TT

E
h

h
TT

1111,11 :2. vDuuDvf −µ−⋅Φ∇++ ∫∫ ′′ ∪∪
 

( ) .111
Eh

TT
pp v⋅∇−+ ∫ ′∪

  (62) 
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We apply respectively triangular inequality and Cauchy-Schwartz 
inequality: 

[ ( ) ] TT
E

TT
hE

Ejhj

d

j
h

E ′′

−

=

×−⋅Φ⋅µ+Φ ∑∫ ∪∪ ,01,01111,1

1

1
1,1 22

1 vffvnn ττ  

TT
E

TTh
h

′′ ×Φ⋅∇++ ∪∪ ,01,0,11 vf  

TT
E

TT
h

′′ ×−µ+ ∪∪ ,11,1112 vuu  

,,11,011 TT
E

TT
hpp ′′ ×−+ ∪∪ v  

[ ( ) ]
{ }

{ kk
k

,01,011
,

11,1

1

1
1,1 22

1 Eh

TT

E
Ejhj

d

j
h

E
vffvnn −⋅⋅Φ⋅µ+Φ ∑∑∫

′∈

−

=

ττ  

kk ,01,0,11
E

h
h vf ×Φ⋅∇++  

}.2 ,11,011,11,111 kkkk
EhEh pp vvuu ×−+×−µ+  

The inverse inequality (45) gives: 

[ ( ) ]
{ }

{





−Φ⋅µ+Φ ∑∑∫

′∈

−

=
k

k
,011

,
11,1

1

1
1,1

21 .22
1 h

E
TT

E
Ejhj

d

j
h

EE hh ffvnn ττ  

})kkk ,011,011,0,11
hh

h
h

E pph −+−+Φ⋅∇++ uuf  

[ ( ) ] .2 ,01,1

1

1
1,1 EEjhj

d

j
h ττ nn ⋅Φ⋅µ+Φ× ∑

−

=

 

Next, we apply the inverse inequality (44) and the definition of the 
operator L: 

[ ( ) ]
{ }

{





−⋅Φ⋅µ+Φ ∑∑

′∈

−

=
kk

k
,011

,
,01,1

1

1
1,1

21 22
1 h

TT
EEjhj

d

j
hE hh ffnn ττ  

}).,011,111,0,11 kkkk
hh

h
h pph −+−+Φ⋅∇++ uuf  
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We use the estimation of kk ,0,11 h
hh Φ⋅∇+f  (cf. (52)), and we have the 

estimation: 

( ) ( )
[ ( ) ] EoEjhj

d

j
hE

TE
h

hh
,1,1

1

1
1,1

21 22
1

1

ττ nn ⋅Φ⋅µ+Φ ∑∑
−

=Ωεε∈ ∩
 

,,011,011,111

1
11 















−+−+− ∑

∈
kk

k

h

W
W

h
W

h hpp
T

TT ffuu  

where TW1  is given by (47). 

● The following estimation holds for each hT T∈  (cf. [1], Lemma 
4.7, pp. 519): 

( ) ( ) 






−+−⋅+⋅∑

Γεε∈

TT

hh
W

h
W

h
E

hh
E

TE
h

21
1

,022,011,02211
21 uuuununu 

∩
 

( ) .
2

21

,022,111






−⋅∇+−+ ∑∑
∈∈

T
TT

W
h

W

h

W

h uuuu
k

kk

k

 

Thus, the Proposition 3.1 is proved. 

 

3.4.2. Local error bound in 2Ω  

The local error bound in 2Ω  is given by the following proposition: 
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Proposition 3.2 (Local lower error bound in 2Ω ). For each 

,2
hT T∈  the following local lower error bound holds: 

( )





−+−Θ TT W

h
WH

h
T pp

22 ,022div,22,2 uu  

( ( ) ) .,0,022,022,022
1

2







λ−λ+−+−+−+ ∂Γ

−

∈
∑ kkkkk

k
∩I

T

hhhh

W

ffpph uuK  

(63) 

Proof. We begin also by bounding each term of the residuals 
separately. 

● To estimate .,02
1

2 T
hh

T ph uK−+∇  For each ,2
hT T∈  we choose 

in the residual equation (39), ( ),0,0,TV v=  with ( )TT
2, v0v =  and 

( )00v ,=h  

( )







Ω

∈+∇
=

−

.\on

,on
: 22

1
2

2
T

Tbp h
T

hh
T

0

uK
v

T
 (64) 

Hence, 

( ) ( ) ., 22
1

2
Thh

T
h pVUUA vuK ⋅+∇−=− −∫  

Thus 

( ) ( ),,2
,0

21
2

1
2 VUUAbp hTT

hh −−=+∇ − uK  

( ) ( ) ( ) Th
T

Th
TTT

hh ppbp 222222
12

,0
21

2
1

2 . vvuuKuK ⋅∇−+−−=+∇ ∫∫ −−  

( ) .,02,022,02,022
1

T
T

T
h

T
T

T
h pp vvuuK ⋅∇×−+×−−  
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We apply the inverse inequality (42) and we get the estimation (65), i.e., 
the estimate 

( ) .,022,022
1

,02
1

2 T
h

T
h

TT
hh

T pphph −+−+∇ −− uuKuK   (65) 

● To estimate .,022 T
hhf u⋅∇−  For each ,2

hT T∈  we choose in          

the residual equation (39), ( )0,, TqV 0=  and ( ),, 00v =h  with 

( )TT qq 2,0=  and 

( )







Ω

∈⋅∇+−
=

.\on

,on
: 222

2
T

Tbf
q

h
T

hh
T

0

u T
 (66) 

Then, we have 

( ) ( ) ( ) ., 222222
Thh

T
Th

T
h qfqffVUUA u⋅∇+−+−=− ∫∫  

Let 

( ) ( ) ( ) Th
T

h
Thh

T
qffVUUAqf 222222 , −−−=⋅∇+− ∫∫ u  

( ) ( ) Th
T

hT
T

qffq 222222 −−−⋅∇−= ∫∫ uu  

( ( ) ) .,02,022,022 T
T

T
h

T
h qff −+−⋅∇≤ uu  

Hence, 

( ) ( ( ) ( h
T

h
TH

h
TT

hh fffbf 2,022,div22
2

,0
21

22 . −×−+−≤∇+− uuu  

) ) TT
h b ,02.u∇+  

The inverse inequality (42) and the property 10 ≤≤ Tb  give estimation 

(67), i.e., 

( ( ) ).,022,div22,022 T
h

TH
h

T
hh fff −+−⋅∇− uuu   (67) 
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● To estimate ( ) ( ) ( ) .,022
21

E
hh

ETE ph
Ihh

nλ−∑ Γεε∈ ∩  For each 

hT T∈  and for each ( ) ( ),Ihh TE Γεε∈ ∩  we choose in the residual 

equation (39), ( ),0,0,EV v=  and ( ),, 00v =h  with ( ),, 2
EE v0v =  

(( ) )







Ω

λ−
=

T.\on

T,on
: 22

2
0

nL
v E

hh
E bp

 (68) 

Then 

( ) ( ) ( ) ., 22222
1

2
Ehh

E
Ehh

T
h ppVUUA vnvuK ⋅λ−+⋅+∇−=− ∫∫ −  

Let 

( ) ( ) ( ) .,. 22
1

2222
Ehh

T
h

Eh
E

pVUUAp vuKvn ⋅+∇+−=λ− −∫∫  (69) 

On the other hand, 

( ) ( ) .,, 22222 E
hEEh

T
h ppVUUA >λ−λ⋅<+⋅∇−−=− ∫ nvv  (70) 

Combining (69) and (70), we have 

( ) ( ) E
hEEh

T
Eh

E
ppp >λ−λ⋅<+⋅∇−−=⋅λ− ∫∫ ,22222222 nvvvn  

( ) .22
1

2
Ehh

T
p vuK ⋅+∇+ −∫  

We use the triangular inequality and the Cauchy-Schwartz inequality: 

( ) T
hh

T
E

T
hEh

E
pppp ,02

1
2,12,022222 uKvvn −+∇+⋅−⋅λ−∫   

.,02,21,02 E
E

E
h

T
E vv ×λ−λ+×  
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Next, we apply the inverse inequality (45) and ( ) ,22 nhhp λ−  it comes 

( ) { ( ) E
h

T
hEh

EE ppph ,0,022222
21 λ−λ+−⋅λ−∫ vn   

} ( ) .,022,02
1

2 E
hh

T
hh

E pph nuK λ−×+∇+ −   (71) 

We combine the inverse inequality (44) with (71), and we get the 
estimation (72), i.e., 

( ) ( )
( )

I
T

Ihh
T

h
W

h
E

hh
E

TE
ppph Γ∂

Γεε∈

λ−λ+−λ−∑ ∩
∩

,21,022,022
21

2
n  

( ( ) ).,022,022
1

2

kkk

k

hh

W

pph
T

−+−+ −

∈
∑ uuK  

● To estimate ( ) ( ) [ ] .2
1

,0222 EE
h

TE p
hh

n∑ εΩε∈ ∩  For each hT 2T∈  

and for each ( ) ( ),2 TE hh εΩε∈ ∩  we choose in the residual equation 

(39), ( )0,0,EV v=  and ( )00v ,=h  with ( )EE
2, v0v =  and 

([ ] ) { } ( )







′Ω

=′∂∂′∈
=

.\on

,where,on
: 22

2
TT

ETTTT,bp EE
h

E

∪

∩

0

nL
v

k
 

(72) 

Then, we have 

( ) ( ) [ ] .2
1, 22222

1
2

E
E

h
E

Ehh
TT

h ppVUUA vnvuK ⋅+⋅+∇−=− ∫∫ −

′∪
 

Hence 

[ ] ( ) ( ) .,2
1

22
1

2222
Ehh

TT
h

E
E

h
E

pVUUAp vuKvn ⋅+∇+−=⋅ −

′∫∫ ∪
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Using the definition of the operator A, we have 

[ ] ( ) Ehh
TT

E
E

h
E

pp 22
1

22222
1 vuKvn ⋅+∇=⋅ −

′∫∫ ∪
 

( ) ( ) .22
1

2222
1 Ehh

TT
Eh

TT
p vuKvuuK ⋅+∇+⋅−− −

′

−

′ ∫∫ ∪∪
 (73) 

We apply respectively to (73), the triangular inequality and the Cauchy-
Schwartz inequality: 

[ ] ( ) TT
EhE

E
h

E
p ′′

− ×−≤∫ ∪∪ ,02,022
1

222 .2
1 vuuKvn TT   

.,02,02
1

2,02,022 TT
E

TT
hh

TT
E

TT
h ppp ′′

−
′′ ×+∇+×−+ ∪∪∪∪ vuKv  

(74) 

Let 

[ ]
{ }

{ ( ) kk
TT,k

,02,022
1

2222
1 EhE

E
h

E
p vuuKvn ×−≤⋅ −

′∈
∑∫   

}.,02,02
1

2,02,022 kkkk
EhhEh ppp vuKv ×+∇+−+ −   (75) 

We apply inverse inequality (45): 

[ ]
{ }

{ ( ) kk
TT,k

,022
1

222
21

2
1 hE

E
h

EE hph uuKvn −⋅ −

′∈
∑∫    

} [ ] .,022,02
1

2,022 EE
hhhh pphpp nuK kkk

−+∇+−+   (76) 

On the other hand, [ ] [ ] .2
22222 EE

hE
E

h bpp nvn =⋅  Hence 

[ ]
{ }

{ ( ) kkk
,k

,022,022
12

,0
21

22
21

2
1 hh

TT
EEE

h
E pphCbph −+−≤ −

′∈
∑ uuKn  

} [ ] .,022,02
1

2 EE
hhh pph nuK kk

−+∇+  (77) 
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Next, we apply inverse inequality (44): 

[ ]
{ }

{ ( ) kkk
,k

,022,022
1

,022
21

2
1 hh

TT
EE

h
E pphph −+−≤ −

′∈
∑ uuKn  

}.,02
1

2 kk
hhph uK−+∇+  (78) 

Finally, we use (65) and adding on ( ) ( ),2 TE hh εΩε∈ ∩  we get the 

estimation (79), i.e., 

( ) ( )
[ ]







−∑
εΩε∈

T

hh
W

h
EE

h

TE
ppp

2
2

,022,0222
1 n

∩
 

( ( ) ) ,,022,022
1

2






−+−+ −

∈
∑ kkk

k

hh

W

pph
T

uuK  (79) 

where TW2  is defined as follow: 

{ ( )}.:: 222 Ωε∈′∂∂∈′= h
hT TTTW ∩T  (80) 

● To estimate ( ) ( ) .,022
21

2 EETE ph
hh

n∑ Γεε∈ ∩  For each hT 2T∈  and 

for each ( ) ( ),2Γεε∈ hh TE ∩  we choose in the residual equation (39), 

( ) ( ),,,0,0, 00vv == hEV  with ( ),, 2
EE v0v =  where 

( )







Ω
=

.\on

,on
: 22

2
T

Tbp E
h

E

0

nL
v  (81) 

Then, the residual equation becomes: 

( ) ( ) ., 22222
1

2
Eh

E
Ehh

T
h ppVUUA vnvuK ⋅+⋅+∇−=− ∫∫ −  (82) 

Hence, 

( ) ( ) ., 22
1

2222
Ehh

T
h

Eh
E

pVUUAp vuKvn ⋅+∇+−=⋅ −∫∫  
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We use the definition of the operator A: 

( ) ( ) Eh
T

Eh
T

Eh
E

vppvp 222222
1

222 ⋅∇−+⋅−−=⋅ ∫∫∫ − uuKvn  

 ( ) .22
1

2
Ehh

T
vp ⋅+∇+ −∫ uK  

We apply respectively, the triangular inequality and the Cauchy-
Schwartz inequality: 

( ) T
E

T
h

EE
h vbp ,02,022

12
,0

21
22 ×−≤ − uuKn  

T
E

T
h vpp ,02,022 ⋅∇×−+  

.,02,02
1

2 T
E

T
hh vp ×+∇+ − uK  (83) 

Next, we apply inverse inequality (45) to (83): 

( ) T
h

EEE
h

E hbph ,022
1212

,0
21

22
21 uuKn −−  

EE
h

T
h

T
E bpppv ,022,022,02 n×−+×  

.,02,02
1

2
21

T
E

T
hh

E vph ×+∇+ − uK  

The inverse inequality (45) gives: 

( ( ) T
hh

ET
h

EEE
h

E phhbph ,02
1

2,022
12

,0
21

22
21 uKuuKn −− +∇+−  

) .,022,022 EE
h

T
h bppp n×−+  

The inverse inequality (44) and inequalities TEE hhb ≤≤≤ ,10  lead to: 

( ) .,022,02
1

2,022
1

,022
21

T
h

T
hh

TT
h

TE
h

E ppphhph −++∇+− −− uKuuKn   

(84) 
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We combine the inequalities (84) and (65), and we have (85), i.e., 

( ) ( )
( ) .

2
22

,022,022
1

,022
21

T
Thh

W
hh

W
EE

TE
pphph −+−−

∈Γεε∈
∑∑ kk

k

uuKn 
∩

 

(85) 

Thus, the Proposition 3.2 is proved.   

Theorem 3.2 (Global lower error bound). The following 
estimation holds: 

( ) ,21 ζ+λ−λ+−+−Θ ΓIH
h

M
h

H
h ppuu  

where ζ  is defined by (33). 

Proof. Follows directly from the Proposition 3.1 and the Proposition 
3.2.   

Corollary 3.1 (Main result). 

( ),1O=
ζ

Θ−Error  (86) 

where 

( ).21
IH

hh
H

h pp Γλ−λ+−+−= uu:Error   (87) 

4. Conclusion and Further Works 

In this paper, we have proposed and rigorously analyzed a new a 
posteriori residual type error estimators for the Stokes-Darcy coupled 
problem on isotropic meshes. Our investigations cover conforming 
discretization in 2D and 3D domains. The residual type a posteriori error 
estimator is provided. It is proven that the a posteriori error estimate 
provided in this paper is both reliable and efficient. There are many 
issues to be addressed in this area such as the other types of a posteriori 
error estimates, extend the residual error estimator methods to 
anisotropic meshes [34] and related implementation of the adaptive finite 
element methods. 
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