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Abstract 

We study homogenization and two-scale convergence. Homogenization is a 
mathematical concept that makes it possible to develop a global model of the 
behaviour of a physical structure evolving in a heterogeneous structure. The 
behaviour of this physical structure will therefore be studied in a homogeneous 
environment, which greatly facilitates calculations. The two-scale convergence 
method was introduced by Nguetseng and later developed by Allaire. It is a 
particular form of weak convergence, a convergence between weak convergence 
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and strong convergence. The two-scale convergence simplifies the proof of 
homogenization theory. The method evolved very quickly and has been extended 
to several cases depending on the functional space. 

1. Introduction 

The objective of this article is to present a general review on the 
theme of homogenization and two-scale convergence. 

The idea of homogenization was introduced by Ivo M. Babuska in 
1974, see [14-16]. After, it has been studied by many other authors. We 
can cite Bensoussan et al. in 1978 [19], Srinivasan Kesavan in 1979 [47], 
Sanchez-Palencia in 1980 [63], Bakhvalov and Panasenko in 1989 [18]. 

Homogenization is a mathematical theory that consists in replacing a 
very heterogeneous medium by a homogeneous medium which is easy to 
study. The two-scale convergence gives a rigourous mathematical 
justification of homogenization. It has been defined following an idea of 

Nguetseng [55] in the 2L  space. In 1992, Allaire renamed it in «Two-
scale convergence». Allaire set out the essential properties and applied it 
to several homogenization problems. This convergence has been extended 
to the multiscale case by Ene and Saint Jean Paulin in 1995 [37], and by 
Allaire and Briane in 1996 [6]. The periodic unfolding method was 
introduced in 2002 by Cioranescu et al. [29, 30, 36]. It generalises the 
notion of multiscale convergence. Nguetseng extended the theory to the 

Sobolev space 2,1W  in 2002 [49]. In 2003, he extended it to the non 
periodic case (∑ -convergence) [56-58]. 

Before introducing these two notions, we will dwell on the functional 
spaces and the notations which intervene here. 

The classic notation for a periodic function space consists in using �  

hashtag. 

( )T,0  is an interval with .0>T  

:Ω  periodic domain of .NR  
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Let’s be N
yR  (N integer 1 ) the numerical space on NR  of variables 

(called microscopic) ( ) N
xNyyy R,,,1 …=  the numerical space on NR  of 

variables (called macroscopic) ( )Nxxx ,,1 …=  and 




−= 2

1;2
1Y  the 

open unit cube in .N
yR  

:N
yR  with Lebesgue’s measure. 

Y : unit cell. 

( )ΩC  is the space of continuous functions on .Ω  

( ) .:measurable:
1













∞<






=→Ω=Ω ∫Ω
p

dxfffL p
p

p R  

( )YC0
�  is a set of continuous functions and Y-periodic on .NR  

( )YCk�  is a set of functions kC -continuous and Y-periodic on .NR  

( )YLp
�  for ∞<p1  fixed, is the space of functions ( )N

y
pLw Rloc∈  

which is Y-periodic, i.e., which verifies ( ) ( )ywyw =+ k  a.a. ,Ny R∈  for 

all .NZ∈k  

( ) RYL2
�  is the set of functions ( ),yu  in ( ),2 YL  Y-periodic and 

defined to the nearest constant. 

( )YW p,1
�  denotes the subset of ( )YW p,1  of all functions u with mean 

value zero which have the same trace on opposite faces of Y. 

( )YH1
�  is the space of function ( )NH R1

loc  and Y-periodic. 

( )nH Rk−  is the space of linear forms u on ( ).nH Rk  
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( )( )Ω×TL ,02  is the set of functions ( )xtu ,  of square summable in 

( ) .,0 Ω×T  

( ( ))YCL �;1 Ω  is the space of functions ( )YCf �→Ω:  which are 

measurable and satisfy that ( ) ( ) .∞<∫Ω dxxf YC�
 

( ( ) )RYHL 12 ; �Ω  is the set of summable square functions in Ω  with 

values in ( ) .1 RYH�  

( ) :Ω∞C  the space of functions indefinitely differentiable on Ω  where 

each derivative is continuous on .Ω  

( ( ))YC∞Ω �D ;  is the space of functions indefinitely regular with 

compact support in Ω  to values in the space ( ).YC∞
�  

We say that a function C→Ω:f  is with compact support if there is 

a compact Ω⊆K  such that 0=f  on .\ KΩ  

( )ΩcC  is the space of continuous functions on Ω  with a compact 

support. 

( ) ( ) ( )ΩΩ=Ω ∞∞
cc CCC ∩  (some authors write ( )ΩD  instead of 

( )) :Ω∞
cC  the space of functions indefinitely differentiable on Ω  with 

compact support in .Ω  

After this introduction, in the Section 2, we will define the theory of 
homogenization and give simple example of homogenized problem. In 
Section 3, we will define two-scale convergence, give some examples of 
problems solved with this theory and an example of solving problem with 
this theory. 

We will end this survey by a conclusion in Section 4. 
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2. Homogenization Theory 

The classical method of asymptotic analysis by homogenization is the 
asymptotic development method described, for example, in [17, 19, 62]. It 
is a formal method which does not provide a convergence result to the 
homogenized model but which, nevertheless, makes it possible to have an 
explicit form of this model and its effective parameters. 

2.1. Problem position 

We consider a diffusion or conductivity model in a periodic medium 

(see Figure 1). Let Ω  periodic domain of NR  with .1N  Let’s note by 

ε  the period of the domain (a positive number which is supposed to be 
very small compared to the size of the domain), the periodic cell of the 

rescaled unit ( ) .1,0 NY =  Conductivity isn’t constant in ,Ω  but varies 

with a period ε  in each direction. We note by ( )yA  the second order 

tensor matrix, where Yxy ∈
ε

=  is the rapid variable also called 

microscopic variable, while Ω∈x  is the slow variable also called 
macroscopic variable. 

Let A be a tensor under the classic tensor assumptions, namely the 
existence of Cc <<0  such that 

( ) .,, 22 ξξξξ∈ξ∀ CAcN R   (1) 

We note by ( ) ( )Ω∈ 2Lxf  the source term. The conductivity equation is as 

follows: 







Ω∂=

Ω=




 ∇






ε

−

ε

ε

.on0

,indiv

u

fuxA  (2) 

εu  is an unknown function. 
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The domain is represented below 

 

Figure 1. A periodic domain. 

Remark 1. The problem (2) is well posed because ,2Lf ∈  therefore 
according to Lax-Milgram’s lemma, there is a unique solution 

( ).1
0 Ω∈ε Hu  In addition, the estimation energy gives 

( ) ( ) ,22 Cuu LL ΩεΩε ∇+  

where C is a constant independent of .ε  

There are different methodologies between the traditional physical 
approach to homogenization and the mathematical theory of 
homogenization. In literature, the so-called representative volume 
element (RVE) method is often used (see [28] or Chapter 1 in [45]). 

In the sub-section below, we will give an example of mathematical 
homogenization in a periodic medium. 

2.2. Ansatz 

The asymptotic expansion method is a heuristic method1; for further 
clarification, see [18, 19, 63]. As previously stated, the starting point is 
asymptotic two-scale expansion, for a solution εu  of the Equation (2) 

                                                      
1a heuristic is a calculation method that provides a fast (in polynomial time) feasible, not 
necessarily optimal, solution for an optimization problem. 
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( ) 






ε
ε= ∑

+∞

=
ε

xxuxu i
i

i
,

0
 

( ) ,,,, 2
2

10 "+






ε
ε+







ε
ε+







ε
=ε

xxuxxuxxuxu  (3) 

where ( )yxui ,  is a function of two variables x and y, periodic in y with a 

period ( )NY 1,0=  ( iu  is called function Y-periodic with respect to y). 

The derivative of iu  and εu  gives: 

( ) ,,, 1 






ε
∇+∇ε=





 







ε
∇ − xxuuxxu ixiyi  (4) 

and 

( ) ( ) .,, 1
0

0
1 







ε
∇+∇ε+







ε
∇ε=∇ +

+∞

=

−
ε ∑ xxuuxxuxu ixiy

i

i
y  (5) 

Applying that to the Equation (2) we obtain 

( ) ( ) ( ) ( ) ( )xfyxuuyxuyA ixiy
i

i
y =



























∇+∇ε+∇ε− +

+∞

=

− ∑ ,,div 1
0

0
1  

( ) ( ) ( ) ( )























∇+∇ε+∇ε

ε
− +

+∞

=

− ∑ yxuuyxuyA ixiy
i

i
yy ,,div1

1
0

0
1  

( ) ( ) ( ) ( )























∇+∇ε+∇ε− +

+∞

=

− ∑ yxuuyxuyA ixiy
i

i
yx ,,div 1

0
0

1  

( ).xf=  

That gives the following series in ε  which will give a cascade equation: 

[ ( ) [ ( )]]yxuyA yy ,div 0
2 ∇ε− −  

[ ( ) [( ) ( )]] [ ( ) [ ( )]]yxuyAyxuuyA yxxyy ,div,div 0
1

01
1 ∇ε−∇+∇ε− −−  
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[ [ ( ) [( ) ( )]] [ ( ) [( ) ( )]]]yxuuyAyxuuyA xyxxyy ,div,div 0112
0 ∇+∇+∇+∇ε−  

[ [ ( ) [( ) ( )]]yxuuyA ixiyy
i

i
,div 12

0
++

+∞

=

∇+∇ε− ∑  

[ ( ) [( )( )]]] ( ).,div 1 xfyxuuyA ixiyx =∇+∇+ +  

To solve the cascade equations, we need a technical lemma: 

Lemma 1 (Alternative of Fredholm ([5], p. 7)). Let f be a function in 

( )YL2
�  Y-periodic and A a matrix Y-periodic, coercive and bounded (in 

norm ∞L ) of ,NN×R  then the problem 

( ) ( ) ( )

( )





→

=∇−

periodicYisyvy

YinyfyvyA yy

-

div
 (6) 

admits a single solution up to an additive constant in ( ) RYH1
�  if and 

only if 

( ) .0=∫ dyyf
Y

 

Cascade equations: 

● The first equation to solve is: 

( ) ( )

( )



 =∇

periodic.-is,

,in0,div

0

0

Yyxuy

YyxuyA yy

6
 

In this equation y is a variable and x acts as a parameter. According to 
the Lemma 1, there is a single solution to this equation up to a constant. 

0u  is therefore a function that does not depend on y, i.e., there is a 

function ( )xu  such that 

( ) ( ).,0 xuyxu ≡  
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● The second equation to solve is: 

( ) ( ( ) ( )))

( )



 =∇+∇

periodic.-is,

,in0,,div

1

10

Yyxuy

YyxuyxuyA yxy

6
 

This equation can be written as 

( ) ( ) ( ) ( ),,div,div 01 yxuyAyxuyA xyyy ∇=∇−  

which gives 

( ) ( ) ( ) ( ).div,div 1 xuyAyxuyA xyyy ∇=∇−   (7) 

It’s an equation of unknown 1u  in the periodic cell Y and ( )yxu ,1  

depends linearly on the first derivative ( ).xux∇  By Lemma 1, this 

equation also admits a unique solution up to a constant. 

● The third equation to solve is: 

( ) ( ) ( ) ( )

( ) ( ( ) ( )) ( )

( )











+∇+∇+

∇=∇−

periodic.-is,

,in,,div

,div,div

2

10

12

Yyxuy

YxfyxuyxuyA

yxuyAyxuyA

yxx

xyyy

6

 

This gives 

( ) ( ) ( ) ( )yxuyAyxuyA xyyy ,div,div 12 ∇=∇−  

( ) ( ( ) ( )) ( ).,div 1 xfyxuxuyA yxx +∇+∇+   (8) 

According to the Lemma 1, this problem in 2u  admits a unique solution 

up to a constant. 

By integrating the right part of the Equation (8) on Y, and using the 
boundary condition for ,2u  we get 

( ) ( ) [ ( ) ( )] ,0,,div 22 =⋅∇=∇ ∫∫ ∂
ndyyxuyAdyyxuyA y

Y
yy

Y
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and 

( ) ( ( ) ( )) ( ) .in,div 1 Ω=






 ∇+∇− ∫ xfdyyxuxuyA yx
Y

x  (9) 

Since 1u  depends linearly on ,ux∇  it corresponds to the following 

homogenized problem: 

( ( )) ( )

( )





Ω∂=

Ω=∇− ∗

,on0

,indiv

0

0

xu

xfxuA xx
 (10) 

where ∗A  is the homogenized conductivity matrix. Its coefficients are 
given by: 

( ) ( ) ( ) ( ) ( ) ,, dyeeyAdyeeyAA jiyi
Y

jyjiyi
Y

ji ⋅ω∇+=ω∇+⋅ω∇+= ∫∫∗  

(11) 

where ( )iie  is the canonical basis of nR  and iw  is the unique solution of 

the cell problem below 

( ) ( ( ))

( )





ω

=ω∇+−

periodic.-is

,in0div

Yyy

YyeyA

i

iyiy

6
 (12) 

2.3. Example of homogenized problem in one dimensional case 
([24], pp. 4-18) 

The study of the monodimentional case is interesting because it 
makes it possible to calculate the exact solution and to see its evolution 
when the number of periods increases. 

2.3.1. Presentation of the problem 

Let a periodic elastic bar, that is to say constituted by the regular 
juxtaposition of cN  identical patterns made up of two homogeneous 
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materials. The stiffnesses are 1k  and 2k  of respective lengths 1A  and .2A  

The pattern length is 21 AAA +=  and the bar length is .AcNL =  

 

The bar being made up of two different media is heterogeneous, its 
equivalent rigidity is a periodic function x, where x varies by taking the 
points of the bar. For asymptotic developments we will consider a 
function ( ),yk  set in .R  The period is divided into two parts, the first 

having the length 11 AcNL =  and the second 22 AcNL =  where the 

function ( )yk  takes the respective values 1k  or .2k  The bar is 

reconstituted by grouping together the equally stiff mediums. One 
obtains a bar in two parts : that of rigidity 1k  and that of rigidity .2k  We 

define ( )yk  as follows : 

( )






<<

<<
=

.

,0

12

11

LyL

Ly
y

k

k
k  (13) 

 

The bar has at point x a stiffness which is ( ).cNk  Indeed this 

function is periodic of period A=
cN

L  and it takes the value 1k  on the 

part of the length of the bar 1
1 A=
cN

L  and 2k  on the part of the length of 

the bar .2
2 A=
cN

L  Let us now consider several bars of the same length L, 
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composed of a number cN  of variable but large basic patterns. With a 

very large ,cN  let’s pose the small variable 

.1
cN=ε   (14) 

So we have 11, LL ε=ε= AA  and 22 Lε=A  and the stiffness of the bar at 

point x is .





ε
xk  

Remark 2. The bar stiffness also applies if the periodic stiffness of 
the bar is not constant in pieces. To do this we can simply change the 
definition (13) of the periodic function ( )yk  on .R  The period of the 

function ( )yk  is [ ]L;0  on .R  

Now let us take a bar fixed in ,0=x  subjected to a longitudinal force 
density f and a force F at point .Lx =  

 

Figure 2. Loading of the bar. 

2.3.2. Equations of the problem 

Note N the normal force in the bar, u the points of the bar 
displacement. They check the following equations: 

Equation of equilibrium: 

.0=+ fdx
dN   (15) 

Law of behaviour: 

.dx
duxN 






ε

= k   (16) 

Boundary conditions: 

( ) ( ) .and00 FLNu ==   (17) 
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2.3.3. Analytical solutions 

The problems (15), (16), (17) being one-dimensional, it is easy to 
determine the exact solution, in order to study the dependence of this 
solution on the number of patterns in the bar. 

After an integration of Equation (15) taking into account the 
boundary conditions (17), we obtain 

( ) ( ) ,FdfxN
L

x
+ξξ= ∫   (18) 

by integrating this expression in (16), we have 

( ) .1








+ξξ







ε

= ∫ Fdfxdx
du L

xk
 

In a general case, we integrate this equation by using a primitive; in the 
considered case where the stiffness is constant in pieces on a segment 
[ ]ba,  we take for stiffness .ik  So we have 

( ) ( ) ( ( ) ( )),1 aPxPauxu NN
i

−+=
k

 

where ( )xPN  is a primitive of N on the segment [ ]., ba  In the segment 

[ ],,0 1A  we have ( ) ( ( ) ( ))01
1

1
1 NN PPu −= AA

k
 which allows to determine 

u on the segment [ ]21, AA  and we continue step by step. 

2.3.4. Numerical examples 

Let us give values to the different geometrical and mechanical data: 

.562.0;5.1;6.0;4.1;2 2121 ===== kkLLL  

Let us take ,,sin,50 2

2

LFxLL
fNc

π−=




 ππ−==  by plotting on the 

same graph the movements of the heterogeneous bar and the 

homogeneous global stiffness bar ,Gk  we obtain the following figure: 
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So, we notice « experimentally » that for cN  rather large, the 

displacement graph is confused with that of a homogeneous bar of 

stiffness .Gk  

2.3.5. Heuristic method 

The previous result can be experimentally justified by the « heuristic » 
method introduced by Sanchez and developed by Suquet. To do this, the 
graphs in the cN  ratio are magnified around the point .5.0=x  
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Let us take .,sin2

2

LFxLL
f π−=





 ππ−=  

 

We can see that the variation in the exact displacement u (in red) 
over a period of time [ ]A+xx;  is practically the same as the limit 

displacement U (in green), i.e., 

( ) ( ) .dx
duxuxu AA −+   (19) 

For small ,A  the variation in normal effort over a period of time [ ]A+xx;  

is negligible. Therefore, the period over the normal effort N is roughly 

constant. So the integration of the law of behaviour 







ε
ξ

=
ξ k

N
d
du  over a 

period of time [ ]A+xx;  gives 

( ) ( ) ,1 ξ







ε
ξ

=−+ ∫
+

dNxuxu
x

x k

A
A  
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which gives the approximate condition of (19), results in 

.1
dx
dUdN

x

x
A

A
=ξ








ε
ξ∫

+

k
 

That is the law of macroscopic behaviour: 

,dx
dUN Hk=   (20) 

where the homogenized stiffness Hk  is given by 

.111 ξ







ε
ξ

= ∫
+

d
x

xH
kk

A

A
  (21) 

By making a variable change and taking into account the periodicity of 

( ),yk  the homogenized stiffness Hk  is independent of x. 

( ) .111
0

dyyL
L

H kk ∫=  

In the case considered where the stiffness ( )yk  is constant in pieces, it is 

easily verified that: 

.
2
2

1
1
kkk

LLL
H +=   (22) 

The stiffness Hk  is well equal to the overall stiffness .Gk  

2.3.6. Double scale development 

For a large number ,cN  the displacement of the heterogeneous bar 

under a given load is close to that of a homogeneous bar under the same 
load. When 0→ε  we can approximate the displacement of the 
heterogeneous bar by that of the homogeneous bar. « homogenize » is like 
stretching .0→ε  
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The displacements as well as the voltages in these bars depend on the 

parameter ε  and are noted εu  and .εN  

The determination of the limits for 0→ε  of these quantities is an 
asymptotic study that can be done by constructing an asymptotic 

development of εu  and εN  with respect to .ε  

Let us take .,sin2

2

LFxLL
f π−=





 ππ−=  

 

The difference between the exact solution u and the limit solution U 

is a perturbation which is in the order of ε=
cN

1  and this perturbation 

is, at least locally, periodic of period .A  That can be written locally: 

( ) ( ) ( ),xvxUxu ε+  

where v is a locally periodic function of period .A  
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This approximation is a beginning of development that is generalized 
and systematized in the form of 

( ) ,,,, 2
2

10 "+






ε
ε+







ε
ε+







ε
=ε

xxuxxuxxuxu  (23) 

where ( )yxui ,  is a function y-periodic of period Y. 

This development is called double scale development because it shows 
two scales of variation. 

Indeed, a variation of x in the order of ε  causes variations of ε  order 
of ( )yxun ,  relative to the first variable but of order 1 relative to the 

second. Variable x is called a large scale variable and y a small scale 
variable. 

Let x  and Lx ε+  be two points on the bar, according to the 
development (23), we have 

( ) ( ) ( ),, 2
10 "ε+







ε
ε+=ε

xxuxuxu  

( ) ( ) ( )., 2
10 "ε+





 +

ε
ε+ε+ε+=ε+ε LxLxuLxuLxu  

Let us consider the periodicity of the functions nu and using Taylor 

developments: 

( ) ( ) ( ) ( ),, 20
10 "ε+






 +







ε
ε+=ε+ε Lxdx

duxxuxuLxu  

and by difference: 

( ) ( ) ( ) ( ).20
0 "ε+ε=−ε+ε Lxdx

duxuLxu  

We find, at order 2ε  near equality: 

( ) ( ) ( ) ,0
0 Lxdx

duxuLxu ε=−ε+ε  

that was used in the heuristic method. 
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By derivation of (23), it comes 

( ) 






ε
+







ε
+







εε
=ε xxdy

duxxdx
duxxdy

duxdx
du ,,,1 100  

,,, 21 "+














ε
+







ε
ε+ xxdy

duxxdx
du  

which reported in the law of behaviour (16), shows that the normal force 

εN  develops in 

( ) ( ) ( ) ( ) ,,,,,1 2101 "+






ε
ε+







ε
ε+







ε
+







εε
= −

ε
xxNxxNxxNxxNxN  

where the ( )( )yxN n ,  are y-periodic of period Y and verify by 

identification terms of the same power of :ε  

( ) ( ) ,01
dy

duyN k=−  (24a) 

( ) ( ) ,100 





 += dy

du
dx

duyN k  (24b) 

( ) ( ) ,211 





 += dy

du
dx
duyN k  (24c) 

""  

By derivation, we obtain by omitting the variables: 

( ) ( ) ( )









+

ε
+

ε
=

−−
ε

dy
dN

dx
dN

dy
dN

dx
dN 011

2
11  

( ) ( ) ( ) ( )
.

2110
"+








+ε+++ dy

dN
dx

dN
dy

dN
dx

dN  
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The transfer of this development into the equation of equilibrium (15) 
gives after identification of terms of the same powers of ε  

( )
,0

1
=

−

dy
dN   (25a) 

( ) ( )
,0

01
=+

−

dy
dN

dx
dN   (25b) 

( ) ( )
,0

10
=++ fdy

dN
dx

dN   (25c) 

""  

From Equation (25a) we deduce that ( )1−N  does not depend on y (which 
is obviously compatible with the periodicity in y). Equation (24a) is then 
integrated in 

( ) ( )( ) ( ) ( ),~1, 0
0

1
0 xudxNyxu

y
+ζ

ζ
= ∫−

k
 

where ( )xu0
~  is an integration constant for the differential equation in y 

(25a), i.e., a function of the large-scale variable x alone. 

The periodicity condition ( ) ( )0,, 00 xuLxu =  is equivalent to: 

( )
( ) ,01

0
1 =ζ

ζ∫− dN
L

k
 

k  being strictly positive, we have 

( ) ,01 =−N  

and 

( ) ( ),~, 00 xuyxu =  

i.e., 0u  depends only on the large-scale variable x. 



A GENERALIZED REVIEW ON … 73

To obtain the «macroscopic» equations satisfied by ,0u  we use 
Equations (25) and (24). 

( )1−N  being zero, Equation (25b) implies that ( )0N  does not depend 
on y. The integration on [ ]L;0  of Equation (24b) rewritten: 

( )
( ),1 010 Nydy

du
dx

du
k

=+  (26) 

then gives, taking into account the periodicity of 1u  and the 
independence of 0u  with respect to y : 

( )
( ) .1

0
00 ζ

ζ
= ∫ dNdx

duL
L

k
 

That we can write 

( ) ,00
dx

duN Hk=   (27) 

with in the case considered where k  is constant in pieces 

.
2
2

1
1
kkk

LLL
H +=  

This law of macroscopic behaviour is exactly the law (20) found by the 
heuristic method. 

To determine the equilibrium equation verified by ( ),0N  we integrate 

Equation (25c) on [ ],;0 L  which gives, considering the periodicity of ( ) :1N  

( )
,0

0
=+ fdx

dN   (28) 

where the average f  of f is defined by 

( ) .1
0

dyyfLf
L

∫=   (29) 

The asymptotic method thus made it possible to determine the 
macroscopic equivalent model of the finely heterogeneous bar constituted 
of the homogenized constitutive law (27) and the macroscopic equilibrium 
equation (28). 
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2.3.7. Convergence 

The results of the asymptotic double scale developments of the previous 
paragraph remain formal until such time as convergence has not been 
proven. Several convergence methods have been applied to the 
homogenization of periodic media, G-convergence, Γ -convergence,          
H-convergence, the so-called « Tartar » method, two-scale convergence, 
bursting method. The two-scale convergence method will be studied in 
the next section. 

3. Two-Scale Convergence 

This section is devoted to the concept of two-scale convergence and 
some of its properties. We highlight how some results regarding two-scale 
convergence relate to traditional results of weak and strong convergence. 

Weak convergence does not keep information on the local behaviour 
of functions. This loss of information in weak limit causes some 

“unpleasant” properties. The study of the function 






ε
πx2sin  is a 

particular example. 

 

Figure 3. Graph of 






ε
πx2sin  with .520

1,120
1,20

1=ε  
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If we take ( ) ( ) εεε 






ε
π== uxxvxu ,2sin  and εv  converge weakly in 

( )π,02L  to 0. But the product εεvu  converges to .2
1  The previous 

example shows that the evolution of a problem is linked to small 
perturbations. These perturbations cannot be neglected because they can 
lead to completely divergent results in reality. 

The two-scale convergence allows to capture the oscillations of a 

function in reasoning with that of the type ,, 






ε
ϕ xx  a periodic test 

function. In some cases, therefore, two-scale convergence makes it 
possible to overcome the loss of information on local behaviour, it is an 
intermediate convergence between weak convergence and strong 

convergence. The test function 






ε
ϕ xx,  being a function of one variable 

becomes by passing to the limit two-scale, a function ( )yx,ϕ  dependent 

on two variables. The variable Yxy ∈
ε

=  is the fast variable also called 

microscopic variable, while Ω∈x  is the slow variable also called 
macroscopic variable. 

In this section, we will give first the essential definitions of two-scale 

convergence in .PL  Secondly, we will give some homogenization 
problems solved by two-scale convergence. And we will finish by an 
application of two-scale convergence to a homogenization problem. 

3.1. Definition and essential properties of two-scale convergence 

in pL  

In this part, we give the definition of two-scale convergence as well as 
some properties and examples related to two-scale convergence. 

The idea of two-scale convergence consists in moving from a sequence 
of one variable functions to two variables. 
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We pose 

( ) ( ).,
1

YLwdyyww pp
Yp

p
�∈







= ∫  

We define a norm in ( )YLp
�  which in fact is a Banach space (a Hilbert if 

2=p ). 

3.1.1. Definition of two-scale convergence 

For all function ( ( )),; YCLv p
�Ω∈/  we designate by ε/v  the function of 

( )ΩpL  defined by 

( ) .0,,, >εΩ∈






ε/=/ ε xxxvxv  

We give a fundamental result. 

Lemma 2 ([55], p. 1). When ,0→ε  we have vv ~/→/ ε  in ( )ΩpL -weak, 

where ( ) ( )dyyxvxv
Y

,~ /=/ ∫  is a ( )ΩpL  function.  

In other words: 

( ) ( ) ( ) ( ) ( ) ( ) ( ),,,~lim
0

Ω∈ϕ∀ϕ/=ϕ/=ϕ/ ∫∫∫∫ ΩΩ

ε

Ω→ε
q

Y
Ldydxxyxvdxxxvdxxxv  

.111 =+ qpwhere  

Let’s define now the notion of two-scale convergence. 

Definition 1. A sequence (generalize) ( ) 0>εεu  of functions in ( )ΩpL  

is said two-scale convergent in ( )ΩpL  to a function ( ),0 YLu p ×Ω∈  if for 
,0→ε  we have 

( ) ( ) ( ) ( ( ) ).;,,,, 0 YCLvdydxyxvyxudxxxvxu q
Y

�Ω∈/∀/→






ε/ ∫∫∫ Ω
ε

Ω
 

 (30) 
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Remark 3. Nguetseng has also extended two-scale convergence 
beyond periodicity, see [56]. 

Remark 4 ([53], p. 17). εu  means nuε  with .0
+∞→

ε nn  The n 

index will be omitted routinely. 

Remark 5 ([49], p. 17). There is a confusion in literature about the 
choice of the space of the test function. Some authors take the test 

function in ( ( ))YC∞Ω �D ;  instead of ( ).ΩpL  

In the Example 4 ([49], p. 11), the authors give an example of a 

sequence ( )εu  in ( )ΩpL  satisfying (30) for ( ( ))YCv ∞Ω∈/ �D ;  but which is 

neither bounded nor weakly convergent in ( ).ΩpL  

In the Example 5 ([49], p. 11), they replace ( ( ))YC∞Ω �D ;  by 

( ( ))YCC ∞Ω �;  and they give an example of test function ( ( )),; YCCv ∞Ω∈/ �  

for which the sequence ( )εu  does not converge weakly in ( )ΩpL  to the 

function ( )xv  defined by ( ) ., dyyxu
Y∫  This sequence is not bounded also. 

Then, when ( )εu  is bounded in ( )ΩpL  we can take ( )yxv ,/  in 

( ( )).; YC∞Ω �D  

Proposition 1 ([49], p. 12). Let ( )εu  be a bounded sequence in ( )ΩpL  

such that 

( ) ( ) ( )dydxyxvyxudxxxvxu
Y

,,, /→






ε/ ∫∫∫ Ω
ε

Ω
 

for every ( ( )).; YCv ∞Ω∈/ �D  Then εu  two-scale converges to u. 
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Proposition 2 ([49], p. 6). Let’s be v/  a continuous function from 
N
y

N
x RR ×  to .R  We suppose again that for all ( ),,,, 21 Nxxxx …=  the 

partial function ( )yxvy ,/→  from N
yR  to R  is Y-periodic. Then, we 

suppose that Ω  is bounded, and we pose 

( ) ,,, Ω∈






ε/=ε xxxvxu  (31) 

for all .0>ε  The sequence ( ) 0>εεu  is weakly two-scale convergent in 

( )ΩpL  to the function ( ( ))YLLu pp
�;0 Ω∈  defined by 

( ) ( ) .,,,,0
N
yyxyxvyxu R∈Ω∈/=   (32) 

Proof. Let’s show that 

( ) ( ) ( ) ( ( )),,,,,lim 00
YCLdydxyxyxudxxxxu q

Y
�Ω∈ϕ∀ϕ=







ε
ϕ ∫∫∫ Ω

ε
Ω→ε

 

i.e., 

( ) ( ) .,,,,lim
0

dydxyxyxvdxxxxxv
Y

ϕ/=






ε
ϕ






ε/ ∫∫∫ ΩΩ→ε
 

Let’s pose that ( ) .,, 






ε
ϕ






ε/=ηε xxxxvx  

Obviously we have ( ),Ω∈ε
pLu  because εu  is continuous and Ω  is 

bounded. 

We pose ( ) ., 






ε
ϕ=ε

xxxv  

( )Ω∈ε
pLv  because Ω  is bounded. Then ( ) ( ).Ω∈ηε pLx  

According to the Lemma 2, we have ( ) ( )xx η→ηε  in ( )ΩpL -weak 

where ( ) ( ) ( ) .,, dyyxyxvx
Y

ϕ/=η ∫  In other words, we have: 

( ) ( ) ( ) ( ) ( ) ( ).,, Ω∈α∀αϕ/→αη ∫∫∫ Ω

ε

Ω

q
Y

Ldydxxyxyxvdxxx  
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In particular ( ) 1=α x  (Ω  being bounded) leads to 

( ) ( ) .,,,,lim
0

dydxyxyxvdxxxxxv
Y

ϕ/=






ε
ϕ






ε/ ∫∫∫ ΩΩ→ε
 

Proposition 3 ([G. Nguetseng]). Let’s be v/  the function from 
N
y

N
x RR ×  to R  given by 

( ) ( ) ( ) ,,,, NN yxyuxyxv RR ∈∈ϕ=/  

where ϕ  is continuous with compact support in ,N
xR  and ( ).YCu �∈  

We define εu  like in (31), where Ω  isn’t supposed bounded. 

Then, the sequence ( ) 0>εεu  weakly two-scale converges in ( )ΩpL  to 

the function 0u  given by (32). 

Proof. Let’s show that ( ) ( ) ( ) ( ) ( )yuxdxxxhxux
Y
ϕ→εεϕ ∫∫∫ ΩΩ

,   

( ) ( ) ( )YYLhdydxyxh q ×Ω×Ω∈∀ D,,  is dense in ( )YLq ×Ω  so it 

comes down to showing that 

( ) ( ) ( ) ( ) ( ) ( ) ( ),,,, Yhdydxyxhyuxdxxxhxux
Y

×Ω∈∀ϕ→εεϕ ∫∫∫ ΩΩ
D  

( ) ( )YDD ⊗Ω  is dense in ( )Y×ΩD  so it comes down to showing that 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),, 12121 Ω∈∀ϕ→εεϕ ∫∫∫ ΩΩ
Dhdydxyhxhyuxdxxhxhxux

Y
 

( )Yh D∈∀ 2  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) .1221 dxxhxhxuxdxxhxhxux εεϕ=εεϕ ∫∫ ΩΩ
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Let’s pose ( ) ( ) ( )εε=ε xhxuxv 2  we have ( ) ( ) ( ) ( )dxxhxhxux 12 εεϕ∫Ω  

( ) ( ) ( ) ϕεϕ= ∫Ω .1 dxxhxvx  is continuous with compact support and 

( ) ( )YCxv �∈ε  then ( ) ( )εϕ xvx  is continuous with compact support. 

According to the Lemma 2, ( ) ( ) ( ) ( ) ( ) 11 hyvxdxxhxvx
Y
ϕ→εϕ ∫∫∫ ΩΩ

 

( ) .dydxx  

We conclude that 

( ) ( ) ( ) ( ) ( ),,,,, 0 YLhdydxyxhyxudxxxhxu q
Y

×Ω∈∀→ε ∫∫∫ ΩεΩ
 where 

( ) ( ) ( ) ( ).,,0 yvxyxvyxu ϕ=/=  

Proposition 4. Let’s be v/  the function from N
y

N
x RR ×  to R  given by 

( ) ( ) ( ) ,,,, NN yxyuxyxv RR ∈⊂Ω∈ϕ=/  

where ϕ  is bounded with compact support in ,N
xR  and ( ).YCu �∈  

We define εu  like in (31), where Ω  isn’t supposed bounded. 

Then, the sequence ( ) 0>εεu  weakly two-scale converges in ( )YLp ×Ω  

to the function 0u  given by (32). 

Proof. Let’s show that 

( ) ( ) ( ) ( ) ( ).,,,lim 00
YLhdydxyxhyxudxxxhxu q

Y
×Ω∈=ε ∫∫∫ Ω

ε
Ω→ε

 

We have 

( ) ( ) ( ) ( ) ( ) .,lim,lim
00

dxxxhxuxdxxxhxu εεϕ=ε ∫∫ Ω→εε
Ω→ε
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ϕ  is bounded with compact support and u is continuous u⊗ϕ⇒  is 

bounded then ( ).Ω∈⊗ϕ ∞Lu  As u⊗ϕ  is with compact support then 

( ) .rLu r ∀Ω∈⊗ϕ  

It is sufficient that qpr
111 −=  so that ( ) ( ) ( ) ( ).Ω∈εϕ=ε

pLxuxxu  

According to the Lemma 2, 

( ) ( ) ( ) ( ) ( ) ( )dydxyxhyuxdxxxhxux
Y

,,lim
0

ϕ=εεϕ ∫∫∫ ΩΩ→ε
 

( ) ( ) .,,0 dydxyxhyxu
Y∫∫Ω=  

Now we will give some easy examples of sequences which two-scale 
converges. 

3.1.2. Examples 

The notation is the same like the above. 

Example 1. Let’s take [ [1,0,1,1 =Ω+∞<= pN   and [ ].2;0 π=Y  

We pose ( ) ( ) ( ) ( ) εε επ=π=/ uxxuyyxv ,2sin,2sin,  is continuous on 

Ω  and Ω  is bounded then ( ).Ω∈ε
pLu  

( ) ( )yyxvy π=/→ 2sin,  is Y-periodic. 

According to the Proposition 2, we deduce that ( )επx2sin  converges 

two-scale in ( )ΩpL  to ( ) ( ( )).;2sin YLLy pp
�Ω∈π  

Example 2. Let’s take R=Ω+∞<= ,1,1 pN   and [ ].1;0=Y  

We pose ( ) ( ) ( )yuxyxv ϕ=/ ,  with ( ) ( )xx 2=ϕ  if [ [ 22,21,0 +−∈ xx  

if [ [1;21∈x and 0 elsewhere, we take ( ) ( ).2sin yyu π=  

ϕ  is continuous with compact support in .xR  
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( )yu  is continuous and Y-periodic. 

We define ( ) ( ) .,, Ω∈∀ε/=ε xxxvxu  

According to the Proposition 3, we deduce that ( ) ( )επϕ xx 2sin  

converges two-scale in ( )ΩpL  to ( ) ( ) ( ( )).;2sin YLLyx pp
�Ω∈πϕ   

Example 3. If we take ( ) ( ) 1sin2
1sin2

1 ++





ε

=ε xxxu  with ( ) ,2
1

1 =xb  

( ) 





ε

=ε xxa sin  and ( ) ( ) .1sin2
1

2 += xxb ( )εxa  converges weakly to 0, 

then ( )xuε  converges weakly to ( ) 1sin2
1 +x  and it two-scale converges 

(strongly) to ( ) ( ) .1sin2
1sin2

1 ++ xy  

Remark 6. To better understand this example, see properties (4) and 
(5) on the next page. 

3.1.3. General properties 

Theorem 1 ([49], p. 6). Let ( ) ( ( )).,, 1 YCLyxf �Ω∈  Then 






ε
xxf ,  is 

a measurable function on Ω  such that 

( )
( ) ( ( ) ) ( ) ,,sup,, ,1

1
dxyxfyxfxxf

YyYCL
L ∈ΩΩ

Ω ∫=






ε �
  

and 

( ) .,,lim
0

dydxyxfdxxxf
Y∫∫∫ ΩΩ→ε

=






ε
 

Proof. For the proof, see ([49], pp. 6-7). 

We now expose a result of compactness for two-scale convergence. 

Theorem 2 ([49], p. 13). From any bounded sequence εu  of ( ),ΩpL  

we can extract a subsequence that converges two-scale to a limit 

( ) ( ).,0 YLyxu p ×Ω∈  
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Proof. For the proof, see ([49], p. 13-14). 

Simple cases of two-scale convergence (see [5], pp. 15-16) for 
properties (1) to (3) and ([53], p. 107-108) for properties (4) to (7). 

(1) Any sequence εu  which converges strongly in ( )Ω2L  to a limit 

( ),xu  two-scale converges to the same limit ( ).xu  

(2) For any smooth function ( ),,0 yxu  being Y-periodic in y, the 

associated sequence ( ) 






ε
=ε

xxuxu ,0  two-scale converges to ( ).,0 yxu  

(3) Any sequence εu  which admits an asymptotic expansion of type 

( ) ;,,, 2
2

10 "+






ε
ε+







ε
ε+







ε
=ε

xxuxxuxxuxu  where the functions 

( )yxui ,  are smooth and Y-periodic in y, converges two-scale to the first 

term of the expansion, namely ( )yxu ,0  since the Theorem 1 implies that 

( ) ( ) ( ( )).,allfor,,,, 0 YCLvdydxyxvyxudxxxvxxu p
Y

i �Ω∈//→






ε/






ε ∫∫∫ ΩΩ
 

(4) Let ( )ya  be a Y-periodic bounded function with zero mean value 

( ) 0=∫ dyya
Y

 and let ( ) ( ) ( )., 21 Ω∈ pLxbxb  Then, the sequence ( )εu  

defined by ( ) ( ) ( ) ( )xbxaxbxu 21 +ε=ε  converges weakly to ( )xb2  and it 

two-scale converges (strongly) to ( ) ( ) ( ).21 xbyaxb +  We see that the weak 

limit is the function 2b  only. 

(5) Let us consider the same functions ( ) ( ) ( ),,, 21 xbxbya  but another 

sequence ( )εv  defined by ( ) ( ) ( ) ( ).2
2

1 xbxaxbxv +ε=ε  Then the two-

scale and weak limits coincide, which means that the two-scale limit is 
constant in the variable y. In this case, the information on oscillations is 
not kept. Similarly, taking a sequence given by ( ) ( ) ( ) 21 bcxaxbxw +ε=ε  

with c irrational, the two-scale limit equals to 2b  only. It is the 

consequence that diminishing the periods in sequences is not in 
resonance with the periods in the test function. 
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(6) Let ( )yu  be a Y-periodic function, we consider the functions 

( ) ( )yuyxu =,0  and ( ) ( ).21~
0 −= yuyu  We define the sequence ( )εu  by 

( ) ( ).~
0 ε=ε xuxu  

Then ( ) ( ),0 YLL pp uu ×ΩΩε →  but ( )εu  two-scale converges to .~
0u  

(7) Let us consider sequences ( )εu  from (4) and ( )εv  from (5). Denoting 

the two-scale limit by 0u  and the weak limit by u, we have ( )Ωε pLulim  

( ) ( ) ( ) ( ) ( )Ω×ΩΩεΩ×Ω >=>= ppppp LYLLLYL uuvuu lim;0  and finally 

the sum εε + vu  satisfies sharp inequalities. 

Proposition 5 ([49], pp. 9-10). Let ( )yxu ,  be a smooth function 

defined on ,NR×Ω  Y-periodic in y. Then the limit two-scale of 

( ) 







ε
=ε 2, xxuxu  is equal to the weak pL  limit, namely ( )dzzxu

Z
,∫  

where Z is the unit cube in .NR  

Proof. Indeed, let ( )zyxf ,,  be a smooth function which is Y-periodic 

in y and Z-periodic in z. Then it is well known that 

( ) .inweakly,,,, 2
p

ZY
Ldzdyzyxfxxxf ∫∫→








εε
 

This implies that 

( ) ( ) ( ( )).,,,,,, 2 YCLdydxyxdzzxudxxxxxu q
ZY

�Ω∈φ∀φ→






ε
φ







ε ∫∫∫∫ ΩΩ
 

In other words, the two-scale limit v of εu  is ( ) ( ) ., dzzxuxv
Z∫=  

As we can see, the previous compactness theorem generalizes the 

theorem in ( )Ω2L  (from any bounded sequence in ( )Ω2L  one can extract 

a subsequence which converges weakly in ( )Ω2L ). This is all the more 
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not surprising since the definition of two-scale convergence is written 
under conditions of weak convergence. It is a convergence for any test 
function and not a standard convergence. 

Two-scale convergence also allows us to justify convergence of the 
sequence of gradients ε∇u  in the sense of the following proposal. 

Proposition 6 ([41], p. 34). Let εu  be a bounded sequence in ( ).1 ΩH  

Then εu  converges two-scale, to a function ( ) ( )Ω∈ 1
0 Hxu  and there is a 

function ( ) 2
1 , Lyxu ∈  ( ( ))YH1; �Ω  such that ε∇u  two-scale converges to 

( ) ( ) :,10 yxuxu yx ∇+∇  

( ) ( ) ( ) ( ( )),,,,,lim 2
00

YCLvdydxyxvxudxxxvxu
Y

�Ω∈/∀/=






ε/ ∫∫∫ Ω
ε

Ω→ε
 

( ) ( ( ) ( )) ( ) ,,,,lim 100
dydxyxyxuxudxxxxu yx

Y
Ψ∇+∇=







ε
Ψ∇ ∫∫∫ Ω

ε
Ω→ε

 

( ( ( ))) .;2 NYCL �Ω∈Ψ∀  

Remark 7 

● Two-scale convergence can also extend to periodic surface cases ([8] 
and [54]). If we note by εΓ  a collection of periodically repeated surfaces in 

the Ω  domain following the ε  period (the edges of the inclusions present 
in Ω  for the example in Figure 1), and by Γ  the corresponding reference 

surface such as .Γ∈
ε

=⇒Γ∈∀ ε
xyx  

● The Proposition 6, can be expanded to the pL  space (see [49], p. 22). 

Proposition 7 ([41], p. 34). For all sequence εu  on ( )εΓ2L  which 

checks 

,0,2 >ε ε
Γ∫ ε

CCdxu    (33) 



GÉRARD ZONGO et al. 86

there is a subsequence, always noted ,εu  and a function ( ) ∈yxu ,0  

( ( ))ΓΩ 22 ; �LL  such that εu  two-scale converges to 0u  in the meaning 

( ) ( ) ( ) ,,,,lim 00
dydxyxvyxudxxxvxu /=







ε/ ∫∫∫ ΓΩ
ε

Γ→ε ε
 (34) 

for any test function Y-periodic ( ) ( ( )).;, 2 ΓΩ∈/ �CLyxv  

Remark 8 ([41], p. 34). If εu  is bounded in ( )Ω2L  and if ε∇u  is 

bounded in ( )Ω2L  as well, using Lemma 4.2.4 in [9], we deduce that εu  

verifies (33) and two-scale converges to a limit 0v  which is nothing but 

the trace of 0u  on 0, uΓ  being the two-scale limit of 0. vuε  is noted by 

.0u  If εu  is bounded in ( )Ω1H  we have 

( ) ( ) ( ) ,,,lim 00
dydxyxvxudxxxvxu

Y
/=







ε/ ∫∫∫ Ω
ε

Ω→ε
 

( ) ( ) ( ) ( ) ( ) ,,,lim 00
dxydyxvxuxdxxvxu γ/=γ







ε/ε ∫∫∫ ΓΩ
ε

Γ→ε ε
 

( ) ( ( ) ( ))yxuxudxxxxu yx
Y

,,lim 100
∇+∇=







ε
Ψ⋅∇ ∫∫∫ Ω

ε
Ω→ε

 

( ) ,, dydxyxΨ⋅  (35) 

for all function ( ) ( ( ))YCLyxv �;, 2 Ω∈/  and any function ( ) ( ( ;, 2 Ω∈Ψ Lyx  

( ))) .NYC�  

Proposition 8 ([49], p. 22). Let εu  be a bounded sequence of ( ).,1 ΩpW  

Then εu  converges two-scale, to a function ( ) ( )Ω∈ pWxu ,1
0  and there is a 

function ( ) ∈yxu ,1  ( ( ))ΩΩ pp WL ,1; �  such that ε∇u  two-scale converges to 

( ) 10 uxu yx ∇+∇  ( )., yx  
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Remark 9 ([51], p. 6). For a sequence ( )εu  in ( )Ω2L  space, we have 

the following relations for the convergences: 

Strong convergence ⇒  Two-scale convergence ⇒  Weak convergence. 

Weak convergence ⇒/  Two-scale convergence ⇒/  Strong convergence. 

The definition of two-scale convergence can take into account time 
dependence, [50]. 

Definition 2 ([27], p. 22). Let ( )εu  be a sequence of functions in 

( )( ).,02 Ω×TL  This sequence two-scale converges to a limit 

( )( )YTLu ×Ω×∈ ,02  if we have 

( ) (( ) ( )),;,0,, 2 YCTLyxtv �Ω×∈/∀  

( ) ( ) ( ) .,,,,,,,lim
000

dydxdtyxtvyxtudxdtxxtvxtu
Y

TT
/=







ε/ ∫∫∫∫∫ Ω
ε

Ω→ε
 

(36) 

The definition quickly expands to a vector or tensor functions valued. 

From a similar result in [3], the results are extended to time-
dependent functions resulting in the following compactness as in [59]. 

Lemma 3 ([27], p. 22). (a) Each bounded sequence in ( )( )Ω×TL ,02  

contains a subsequence which two-scale converges to a limit 

( )( ).,02 YTLu ×Ω×∈  

(b) Let ( )εu  be a bounded sequence in ( ( )).;,0 12 ΩHTL  Then, there 

exists ( ( ))Ω∈ 12
0 ;,0 HTLu  and (( ) ( ))YHTLu 12

1 ;,0 �Ω×∈  such that up 

to a subsequence, εu  and ε∇u  two-scale converges to 0u  and 0ux∇  

( ) ( ),,,, 1 yxtuxt y∇+  respectively. 
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If in addition ε∂ ut  is bounded in ( )( ),,02 Ω×TL  then 2
0 Lut ∈∂  

( )( )Ω×T,0  and ε∂ ut  two-scale converges to .0ut∂  

Two-scale convergence is defined in ( )TH ,01−  as follows: 

Definition 3 ([27], p. 37). Let ( ) 0>εεφ  be a sequence in ( ).;,01 MTH −  

We say that εφ  two-scale converges to φ  in ( ( ))YLTH ×Ω− 2
0

1 ;,0  when: 

( ) (( ) ( ( )),;;,0,, 21
0 YCLTHyxtv �Ω∈/∀  

( ) ( ) ( ) .,,,,,,,lim
000

dydxdtyxtvyxtdxdtxxtvxt
Y

TT
/φ=







ε/φ ∫∫∫∫∫ Ω
ε

Ω→ε
 

(37) 

Since the time variable is only a parameter in the two-scale convergence 

defined by (37) and ( )TH ,01−  is separable, the weak two-scale 

convergence defined by (37) has the same compactness property as in the 
square-integrable in time case (Lemma 3). 

3.2. Alternative approaches to the two-scale convergence ([53], 
pp. 99-100) 

In [13], the authors dealt with a homogenization technique which was 
used for the description of porous media. It is suitable for an alternative 
approach to two-scale convergence. The alternative approach is based on 
the so-called periodic unfolding also called two-scale transform. This idea 
is based on the so-called transform which changes a sequence of one-
variable functions ( ){ }xuε  into a sequence of two-variable functions 

( ){ }., yxuεT  
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For each ε  let us consider small non-overlapping cubes ,kk ε+ε=ε YC  

.NZ∈k  Here, for sake of simplicity, we restrict ourselves to the domains 

Ω  that can be decomposed into these cubes, i.e., .k
k

ε=Ω C∪  The 

sequence ( ){ }yxu ,εT  is defined by the relation 

( ) ,,,, Yyxyxuyxu ∈Ω∈




 ε+




ε

ε= εεT  (38) 

where [ ] k=x  is the vector of the greatest integers ik  less than or equal 

to .ix  On each cube YC ×ε
k  the function uεT  is constant in the variable 

x and as a function of y it is the function ( )xuε  on k
εC  transformed onto 

the unit cube Y. The alternative definition reads: 

Definition 4. We say that a sequence ( )εu  in ( )ΩpL  two-scale 

converges to a function ( ) ( ),,0 YLyxu p ×Ω∈  if 

[ ( ) ( )] ( ) ,0,,,lim 00
=/−ε

Ω→ε ∫∫ dydxyxvyxuyxu
Y
T   (39) 

for any test function ( ( )).; YCv ∞Ω∈/ �D  Moreover, if 0uu →εT  in 

( )YLp ×Ω  strongly, we say that ( )εu  two-scale converges strongly. 

We can refer to the article [29], where the approach mentioned above 
is also used and is called periodic unfolding. Many authors have applied 
this approach to the case of periodic multi-scale problems. 

The other alternative approach is based on the so-called inverse two-
scale transform which changes a sequence { ( )}xvε/  of one-variable 

functions into a sequence of two-variable functions ( )., yxv/  The functions 

ε/v  are built as follows. Similarly, as in the previous transform, we 

consider non-overlapping cubes k
εC  that cover the Ω  domain (here the 
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Ω  domain does not need a union of k
εC  cubes, i.e., k

k
ε⊆Ω C∪ ). Outside 

the domain we pose ( ) .0, =/ yxv  Let us average the extended function 

( )yxv ,/  with respect to the first variable: 

( ) .,,1 k
k εε ∈ξ







ε
ξ/

ε
=/ ∫

ε
Cxdxvxv

CN  (40) 

Definition 5. Let ( )εu  be a sequence in ( ).ΩpL  We say that ( )εu  

two-scale converges to a function ( ),0 YLu p ×Ω∈  if 

( ) ( ) ( ) ( ) ,,,lim 00
dydxyxvyxudxxvxu

Y
/=/ ∫∫∫ Ω

εε
Ω→ε

 

for each test function ( ) ( ( )).;, YCyxv ∞Ω∈/ �D  Moreover, if 

( ) ( ) ( ) ( ) ,,,1where,0lim 0000
k

k ε
ε

Ω
ε

ε→ε
∈ξ







ε
ξ

ε
==− ∫

ε
Cxdxuxuxuxu

CNLp  

we say that ( )εu  two-scale converges strongly. 

Remark 10. The two-scale transformation used in the Definition 4 
allows us to define two-scale convergence and strong two-scale 
convergence more naturally with the help of weak convergence with 
regular test functions. On the other hand, the Definition 5 is similar to 
the classic definition by Nguetseng and Allaire, but differs from (30) in 
the choice of test function on the left side. 

Why do we look for alternative approaches to the original one? In the 
definition we want to test the convergence with functions from a space as 
small as possible, thus, smooth functions are convenient. On the other 
hand, in applications the largest class is desirable. In Definition 1 we 

cannot take the test functions ( )yxv ,/  from the whole space ( ),YLq ×Ω  

since it is not correctly defined on the zero-measure set [ ]{ }ε= xyyx :,  

and thus the measurability of the composed function ( )ε/ xxv ,  is not 
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guaranteed. Moreover, the test functions can satisfy some convergences, 
which is not always obvious. The class of suitable test functions is 
discussed at the top of the following section. Such functions are called 
admissible. Further, we will see that the two mentioned alternative 
definitions avoid described problems. 

The main result of convergence on two-scale is convergence into a 
norm. 

Theorem 3 ([49], p. 10). Let ( ) 0>εεu  be a sequence in ( )ΩpL  which 

two-scale converges to ( ).0 YLu p ×Ω∈  Then 

( ) ( ) ( ),,0 Ω=→ ∫ε
p

Y
Linweaklydyyxuxvu   (41) 

and ( )εu  is bounded. 

Theorem 4 ([49], p. 17). Let ( ) 0>εεu  be a sequence in ( )ΩpL  which 

two-scale converges to ( ).0 YLu p ×Ω∈  Then 

( ) ( ) ( ),inflim 00 Ω×ΩΩε→ε
ppp LYLL uuu    (42) 

where ( ) ( ) .,0 dyyxuxu
Y∫=  

Remark 11. We note that the result (42) of the Theorem 4 can be 
compared with the well-known fact that if uu →ε  weakly, then 

( ) ( ).inflim
0 ΩΩε→ε

pp LL uu   

So far, we have given the main results on the bounded sequences of 

( ).ΩpL  For bounded sequences of ( ),1 ΩH  the results may be more 

accurate. 
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Theorem 5 ([10], pp. 23). Let ( ) 0>εεu  be a bounded sequence in ( ).1 ΩH  

Then, there exists ( )Ω∈ 1
0 Hu  and ( ( )),, 12

1 YHLu �Ω∈  such that, up to 

the extraction of a subsequence, one has 

εu  converges to 0u  weakly in ( ),1 ΩH  

εu  converges to 0u  strongly in ( ),2 ΩL  

εu  two-scale converges to ,0u  

ε∇u  two-scale converges to ( ) ( ).,10 yxuxu yx ∇+∇  

Proposition 9 ([10], pp. 26). Let ( ) 0>εεu  be a bounded sequence of ( )Ω2L  

such that ( ) 0>εε∇ε u  is bounded in ( ).2 ΩL  There exists ( ) ( ),, 2
0 YLyxu ×Ω∈  

such that, up to the extraction of a subsequence, one has 

εu  two-scale converges to ,0u  

ε∇ε u  two-scale converges to ( ).,0 yxuy∇  

Theorem 6 ([49], p. 20). Any function ( )YLu p ×Ω∈  is attained as a 

two-scale limit. 

3.3. Other properties of two-scale convergence ([53], p. 107-108) 

The sequences from the previous two properties (4) and (5) point to 
an interesting fact. An extracted subsequence of weakly converging 
sequence converges to the same limit. In the case of two-scale 
convergence, we must consider convergence also with respect to 
subsequences of periods. Otherwise the limits may differ (e.g., the 
sequence ( )εv  from the properties above can be considered as extracted 

subsequence from ( )εu ). 
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Definition 6. Let ( ),YLu p ×Ω∈  we define ∗
εT  by 

( ) ( )
( )








Ω−Ω=ΛΛ∈

Ω∈





 ε+




ε

ε
=

εεε

ε∗
ε

.where,for,

,for,
,

xxu

xyxu
yxu YT  

In the case where NR=Ω  or if the domain Ω  can be written as interior 
of a union of complete cells we can take Ω=Ωε  and .0/=Λε  

Property 1 ([39], p. 78). Let ( )Ω∈ pLgf ,  and ( ),�YLv ∞∈/  such 

that ( ) .0=/∫ dyyv
Y

 

Then the sequence ( ) ( ) ( )xgxvxfxu +





ε/=ε  is bounded in ( ).ΩpL  

Since its unfolding ε
∗
εuT  yields ( ) ( ) ( ) ( ) ( )xgyvxfyxu +/=ε

∗
ε ,T  in .Y×Ωε  

It strongly two-scale converges in ( )ΩpL  to the limit ( ) =yxu ,0  

( ) ( ) ( ).xgyvxf +/  The sequence εu  converges to ( )xg  in ( )ΩpL  weakly, 

but not strongly, unless that ( ) 0≡xf  or ( ) .0≡/ yv  The property shows 

that the local oscillations of ,εu  which are lost in the usual weak limit 

( ),ΩpL  are conserved in the strong two-scale limit. 

Remark 12. In the previous property (4), the sequence was strongly 

two-scale converging. It was caused by the fact that the period ε  of 





ε/
xv  

was “in resonance” with the scale { }.ε=E  Modifying the sequence to 

( ) ( ) ( )xgxvxfxu +





ε/=ε

2  with the same scale E, the sequence also 

strongly two-scale converge but the limit is ( ) fyxu =,0  ( ) ( ) ( ).2 xgyvx +/  

The weak ( )ΩpL  limit is unchanged. 
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If the period of the function v/  is not “in resonance” with the E scale, 

i.e., their ratio is irrational, e.g., ( ) ( ) ( ),
2

xgxvxfxu +







ε
/=ε  then the 

sequence εu  does not converge two-scale strongly but only weakly. Its 

limit ( ) ( )xgyxu =,0  is independent of y, i.e., the local oscillations are 

again lost. 

4. Solving Some Problems by Two-Scale Convergence Method 

We will give in this section some problems solved with two-scale 
convergence and applied it to an example. 

4.1. Some problems solved by the two-scale convergence method 

Two-scale convergence has been used to study different problems. We 
give an overview of these problems. 

Two-scale convergence applied to the Vlasov-Poisson equation and 
Vlasov equation 

Jiann-Sheng Jiang and Chi-Kun Lin use two-scale convergence in 
their article “Weak turbulence plasma induced by two-scale 
homogenization”, see [46]. They showed that the homogenization limit, in 
the sense of two-scale limit, of the distribution function satisfies the 
linear Vlasov-Poisson equations. Moreover, the limit distribution function 
can be decomposed into the mean and the fluctuation parts. They also 
investigate the Landau damping from the point of view of 
homogenization through the two-scale limit. 

They use the two-scale convergence on the quasi-linear theory of the 
plasma turbulence described by the Vlasov-Poisson system. 

In the same topic Aurore Back and Emmanuel Frenod use it in their 
article “Geometric two-scale convergence on manifold and applications to 
the Vlasov equation”, see [17]. They adapt the two-scale convergence on 
manifold using the Birkhoff’s theorem and they do asymptotic analysis 
using geometric objects (differential forms). 

 



A GENERALIZED REVIEW ON … 95

Two-scale convergence applied to fluid flow in porous media 

Gregoire Allaire applied the two-scale convergence to fluid flow in 
porous media, see ([4], pp. 13-19). He considered the steady Stokes 
equations in a porous medium εΩ  with a Dirichlet boundary condition. 

Denoting by εu  and εp  the velocity and pressure of the fluid, and f the 

density of forces acting on the fluid. The system of equations is 













Ω∂=

Ω=

Ω=∆ε−∇

εε

εε

εεε

.on0

,in0div

,in2

u

u

fup

 (43) 

Two-scale convergence applied to behaviour of the warping and 
the torsion problems 

Polisevski and Mascarenhas in [61] use the two-scale convergence 
method to study the homogenized behaviour of the warping and the 
torsion problems in a two-dimensional domain with a quasi-periodic 
perforation, as well as the relationship between the two homogenized 
problems. The Neumann problem was also analyzed. 

Two-scale convergence applied to the stochastic 

Wright et al. in [23] studied stochastic homogenization of partial 
differential equations and generalise the method of two-scale 
convergence. The two-scale convergence has been extended from the 
periodic setting to the more general stochastic setting. The compactness 
and convergence results are important tools in the resolution of 
homogenization problems for partial differential equation. These results 
can be applied to the monotone operators and nonlocal. For the two-scale 
convergence of almost periodic function, see [26]. 
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Two-scale convergence applied to the viscous fluid 

Saint Jean-Paulin and Polisevski in [60] used the two-scale 
convergence in the study of viscous fluid. The so-called dual-porosity 
model for immiscible incompressible two-phase flow in a natural 
fractured reservoir has been studied in the means of two-scale 
convergence method by Bourgeat et al. in [22]. 

Two-scale convergence on BV-spaces 

The two-scale convergence method has been used by Amar in [11] to 
study some classes of homogenization problems on BV-spaces for periodic 
energies with linear growth. 

Two-scale convergence applied to other problems 

The two-scale limit has many others applications. It can also be 
applied to fluid flow problems, see [2, 12, 20, 21, 34, 38, 62], and to 
several other types of homogenized problems. For magnetic field 
problems, see [40, 64] and for parabolic problems, see [25, 44, 65]. For 
degenerated parabolic differential equations, see [32, 33, 52]. For spectral 
problems in fluid-solid structures, see [7]. Other applications of two-scale 
convergence can be found in [1, 48, 50] and especially the books [31, 35]. 

Other methods of analyzing multi-scale problems exist. One of these 
methods is the Representative Elementary Volume method (VER or 
RVE) [28, 42, 43]. 

The basic idea is to calculate means of disturbances in a volume 
representative of the heterogeneity of the system, then use these means 
to describe macroscopically the problem initially described in a 
microscopic way. 

The method of mathematical homogenization is based on the same 
principle. Nevertheless, the averages it provides are obtained in a 
mathematically more rigorous and justified manner. Moreover, it allows 
to approach the local values of the disturbances thanks to corrective 
terms. The physical homogenization method is limited to the definition of 
an average value of these disturbances. 
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4.2. Applications to 2nd order elliptic linear equations ([10], pp. 27) 

We now turn to the homogenization of the model problem and 
generalize the method to classical second order elliptic PDEs. As we shall 
see, the main strategy consists in the following methodology: 

● find a sequence ( )εεu  bounded in ;1H  

● extract a subsequence and apply the Theorem 5; 

● identify the problems solved by 0u  and ;1u  

● show that the whole sequence converges; 

● give sufficient conditions to get the strong convergence and prove 
the multiscale expansion. Let’s consider the problem (2), namely, 

( ) ( )









Ω∂=

Ω=




 ∇






ε

−

ε

ε

,on0

,indiv

u

xfxuxA
 

where Ω  is a bounded open set. Note that under the classic tensor 
assumptions of A, namely, the existence of Cc <<0  such that 

( ) ,,, 22 ξξξξ∈ξ∀ CAcN R   (44) 

and the fact that ( ),2 Ω∈ Lf  the problem (2) admits a unique solution 

( ),1
0 Ω∈ε Hu  which moreover satisfies 

( ) ( ) ( ) ( ) ( ) σ⋅⋅




 ∇






ε

−=⋅




 ∇






ε

− εε
Ω∂

εε
Ω ∫∫ dxnxuxuxAxuxuxAdiv  

( ) ( )dxxuxuxA εε
Ω

∇⋅




 ∇






ε

+ ∫  

( ) ( )dxxuxuxA εε
Ω

∇⋅




 ∇






ε

= ∫  

( ) ( ) ., dxxuxuxA 




 ∇∇






ε

= εε
Ω∫  
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The following variational formulation: 

( ) ( ) ( ) ( )









Ω∂=

Ω=




 ∇∇






ε

ε

ε
Ω

εε
Ω ∫∫

on0

,in,

u

dxxuxfdxxuxuxA
 (45) 

lead to 

( ) ( ) ( ) ( )dxxuxfdxxuxuxA ε
Ω

εε
Ω ∫∫ =





 ∇∇






ε

,  

22 LL uf ε  

,22 LLP ufC ε∇  

where PC  represents Poincaré’s constant on .Ω  Using the coercivity 

hypothesis (44), we easily deduce 

( ) ( ) ( ) ( ) ,,,
,0

dxxuxuxAxuxuxA 




 ∇∇






ε

=




 ∇∇






ε εε

ΩΩ
εε ∫  

or 

( ) ( ) ., 222
,0

2
LLPL

ufCxuxuxAuc ε
Ω

εεε ∇




 ∇∇






ε

∇   

Then 

22 L
P

L fc
Cu ε∇  

.2Lf  

We have the following theorem. 

Theorem 7 ([49], p. 25). The solution sequence of the Equation (45) 

weakly converges to 0u  in ( )Ω2,1
0W  and the sequence ε∇u  two-scale 

converges to ( ) ( ),,10 yxuxu y∇+∇  where ( )10 , uu  is the single solution in 

( ) ( ( ))YWLW 2,122,1
0 , �Ω×Ω  of the homogenized equation: 
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( ( ) ( ( ) ( )) ( ) ( )) ,,,, 110 dxfvdydxyxvxvyxuxuyA yy
Y ∫∫∫ ΩΩ

=∇+∇∇+∇  

( ) ( ) ( ) ( ( )).,,a 2,12
1

2,1
0 YWLyxvndWxvallfor �Ω∈Ω∈  (46) 

5. Conclusion 

The theory of homogenization uses the method of asymptotic analysis 
to describe the behaviour of a physics system. A new method of 
convergence of homogenization processes is proposed to justify the theory 
of homogenization: two-scale convergence. In this article we surveyed 
some phenomena in the two-scale convergence. By the original 
definitions from Nguetseng we give again some other definitions. The 
two-scale convergence has been genaralized to the multiscale 
convergence, see [6] and Corollary 1.16 of [3]. We also see that the two-
scale convergence can be defined by a new way: the alternative 
approaches. This principle is to transform a sequence of one variable 
function to a sequence of two variable functions. We give some examples 
to help the reader to more understand the notion of two-scale 
convergence. We see also that the choice of the space is very important to 
be able to apply the definition of two-scale convergence. 
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