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Abstract 

This paper extends the logic CARD  of comparisons between the sizes of sets 
to the logic CARD  with IA which contains intersecting adjectives. We prove 
completeness of the logics CARD  and CARD  with IA. We also give 
algorithmic analysis and some algebraic properties of the logics. 

1. Introduction 

First attempts of proving completeness were made for syllogistic 
inferences by [1] and [2]. Completeness results of some syllogistic logics 
containing CARD  were given in [3] by Moss after some complexity 
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results of syllogistic sentences of English had been given in [4] by Pratt-
Hartmann. This paper presents an extension of the logic of cardinality 
comparison ( )CARD  by Moss et al.. Sentences in the logic CARD  consist 

of There are at least as many x as y where x and y are plural nouns. Why 
we prefer the name of intersecting adjectives instead of adjectives comes 
from [5]. We add intersecting adjectives (IA) on top of the logic. Sentences 
in the logic of CARD  with IA are of the form There are at least as many 
red x as blue y in which red and blue are adjectives. 

On the other hand, neither language of the logic CARD  nor language 
of the logic CARD  with IA is expressible in FOL [6]. FOL is not decidable 
and CARD  with IA is decidable. 

For readability, we will use the notations and construction technics of 
the models in papers [3] and [7]. We will work on finite models. 

2. The Logic of CARD  

We start with a variable set P  of plural nouns ( )yxzyx ,,, ≥∃…  is 

used as an abbreviation of the sentence There are at least as many x as y. 
The semantics is built on finite set of sentences and finite universe M. 

[ ][ ] Mxx ⊆∈∀ ,P  such that [ ][ ]  is an interpretation function from P  to 

subsets of M. Cardinality of [ ][ ]x  is shown by [ ][ ] .x  A model 

[ ][ ]( ),M=M  has ( )yx,≥∃M“  iff [ ][ ] [ ][ ]yx ≥  in ”M  truth between 

models and sentences. 

 

Figure 1. Rules for .CARD  
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Lemma 2.1. CARD  is sound with respect to rules in Figure 1. 

Proof. We use complete induction to prove soundness of the logic of 
CARD  on number of nodes of proof tree over .Γ  Let Γ  be a set of 
sentences and ϕ  be a sentence in .CARD  We must show that if ,ϕΓ   

then .ϕΓ   Suppose that all proof trees over Γ  with less than CARD  

nodes. Suppose the root and its parents are labelled as follow: 

( ) ( )
( )

.
,

,,
zx

zyyx
≥

≥≥

∃

∃∃  

Let 1  and 2  be sub trees at ending ( )zy,≥∃  and ( )., yx≥∃  For 

some y, the root of 1  is ( )zy,≥∃  and the root of 2  is ( )., yx≥∃  Also, 

lengths of 1  and 2  are less than n. ( )zy,≥∃Γ   and ( )yx,≥∃Γ   by 

the induction hypothesis. Now we argue that ( )., zx≥∃Γ   To prove this, 

we must take an arbitrary model M  in which all sentences in Γ  are 

true. So, ( )yx,≥∃M  and ( )., zy≥∃M  Then [ ][ ] [ ][ ]yx ≥  and 

[ ][ ] [ ][ ] .zy ≥  We obtain [ ][ ] [ ][ ]zx ≥  by using transitivity of greater 

than or equal relation. Because M  is arbitrary, we conclude ( )., zx≥∃Γ   

On the other hand, if we consider the proof tree with one node, then ϕ  is 

in Γ  or form of ( )., xx≥∃  If ϕ  is in ,Γ  every model that satisfies 

sentences in ,Γ  since ϕ  in ,Γ  satisfies ϕ  as well. If ϕ  is form of 

( ),, xx≥∃  then every model satisfies .ϕ  

 

Definition 2.2. Let Γ  be a subset of yx c≥.CARD  means that 

( )., yx≥∃Γ   

Proposition 2.3. c≥  is a preorder relation on set of variables of .Γ  
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Proof. We obtain reflexivity of c≥  from rule Figure 1. To show 

transitivity of ,c≥  assume that .zyx cc ≥≥  Then we have proof trees at 

ending yx c≥  and .zy c≥  Finally, by using second rule of Figure 1, we 

conclude .zx c≥   

Theorem 2.4. CARD  is complete with respect to rules in Figure 1. 

Proof. We define a model M  with one element universe { }∗=M  by 

using [3] to prove completeness. Note that variable y is the same 
everywhere in the proof. 

[ ][ ]
{ } ( )







∅

∃Γ∗
=

≥

otherwise.,

,,if, yz
z


 

Suppose that ( )., yx≥∃Γ   Firstly, we argue that if ( )uw,≥∃  in ,Γ  then 

[ ][ ] [ ][ ] .uw ≥  Assume that [ ][ ] .∅≠u  Then [ ][ ] { }.∗=u  This means  

( )., yu≥∃Γ   

( )
( )

.
,

),(,
uw

yuuw
≥

≥≥

∃

∃∃
#

 

As it can be seen the above, we have ( )uw,≥∃  from proof tree. Then 

[ ][ ] { }.∗=w  We conclude [ ][ ] [ ][ ] .uw ≥  If M  makes all sentences in Γ  

true, it also must the conclusion true. Thus [ ][ ] [ ][ ] .yx ≥  We have  

( )., yy≥∃Γ   Then [ ][ ] { }.∗=y  Therefore [ ][ ] { }.∗=x  We conclude 

( )., yx≥∃Γ    

 
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3. The Logic CARD  with IA 

The purpose of this section is to obtain the following kind of 
inferences: 

There are at least as many red y as x 

There are at least as many red x as h 

There are at least as many blue h as z 

————————————————————– ( )  

 There are at least as many y as z. 

We want to add some intersecting adjectives in English to sentences 
of language of the logic .CARD  We can give some examples of 
intersecting adjectives and nouns for the purpose of illustrating objects in 
natural language (IA) such as red, blue, yellow, ... etc and plural nouns 
are cats, cars, ... etc. In this language, syntax begins with basic nouns 

…,,, zyx  and intersecting adjectives .,, 21 …aa  A complex noun ax is a 

noun such that x is a basic noun and a is an intersecting adjective. We 
shall use zyx ,,  for basic nouns, rqp ,,  for nouns and (there are too 

many intersecting adjectives in English) red, blue, green for intersecting 
adjectives to avoid abstruseness and to provide more readability. This 
language is called CARD  with IA containing of combinations of 

sentences ( ),, qp≥∃  where p and q nouns. The semantics is built on finite 

set of sentences and finite set M. For all basic noun [ ][ ] ., Mxx ⊆  A 

complex noun ax is defined by [ ][ ] [ ][ ] [ ][ ].xaax ∩=  A model [ ][ ]( ),M=M  

has the relation of truth between models and sentences: ( )qp,≥∃M“  iff 

[ ][ ] [ ][ ]qp ≥  in ”.M  
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Figure 2. The logic for CARD  with IA. x is a basic noun and ,, qp  and r 

nouns that are complex or basic nouns. 

Lemma 3.1. CARD  with IA is sound with respect to rules in Figure 
2. 

Remark 3.2. We will skip to prove soundness of the logic because the 
logic has only one new axiom ( )2ax  and not a new rule. 

Theorem 3.3. CARD  with IA is complete with respect to rules in 

Figure 2. 

Proof. We use a similar model we used for the proof of completeness 
of .CARD  We could take two semantics red and q. Instead of this, as we 
shall see, we do not need to do this. We use zyx ,,  are basic nouns and 

,,,, nmqp  and r nouns that are complex or basic nouns. Now we have to 

show that “if ,ϕΓ   then ”ϕΓ   to prove completeness of the logic. We 

construct model M  having the universe M with singleton and by given 

[ ][ ]
{ } ( )







∅

∃Γ∗
=

≥

otherwise.,

,,if, nq
q


 

First, we show that .ΓM  Note that the atom n is the same one as 

in the sentence ( )nq,≥∃  throughout this proof. Now, take an arbitrary 

sentence ( ) ., 21 Γ∈αα∃≥  We must show that [ ][ ] [ ][ ] .12 α≤α  This is 
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trivially true if [ ][ ] .2 ∅=α  So, assume without loss of generality that 

[ ][ ] .2 ∅≠α  By the definition of ,M  it follows that [ ][ ] { },2 =α  i.e., 

( ).,2 nα∃Γ ≥  Since ( ) ,, 21 Γ∈αα∃≥  we have ( )., 21 αα∃Γ ≥  By (T), we 

obtain ( ).,1 nα∃Γ ≥  Thus, [ ][ ] { },1 =α  and therefore [ ][ ] [ ][ ]12 α≤α  as 

desired. 

Now, we argue that if ( ) Γ∈∃≥ qxred ,  then [ ][ ] [ ][ ] .qx ≥  Taking 

[ ][ ] { } ( ).,, nqq ≥∃Γ=   Then we have proof tree as the following: 

( )
( )

.
,

),(,
nxred

nqqxred
≥

≥≥

∃

∃∃
#

 

Then we have ( )nxred ,≥∃Γ   and ( )xredx,≥∃Γ   from ( ).2ax  We 

obtain ( )nx,≥∃Γ   by using (T). This means that [ ][ ] { }=x  and we 

conclude [ ][ ] [ ][ ] .qx ≥  

We obtain ( ),, np≥∃M  i.e., [ ][ ] [ ][ ]pn ≤  because ( ) Γ∈∃≥ np,  and 

we have shown that [ ][ ] { }=Γ n.M  by ( ).1ax  It then follows that  

( )np,≥∃Γ   by the definition of .M  Now, we argue that if ( )nxred ,≥∃M  

then ( ) [ ][ ] { }=∃Γ ≥ nnx .,  by ( )1ax  and [ ][ ] [ ][ ] .nxred ≥  Then we 

have [ ][ ] { }=xred  and ( ) ( )nxnxred ,., ≥≥ ∃Γ∃Γ   by using ( )2ax  and 

(T). 

 

4. Algorithms of CARD  and CARD  with IA 

We showed that relation c≥  is a preorder on set of sentences Γ  in 

CARD  in Proposition 2.3. We will use the relation and graph theoretic 
methods to produce CARD  with IA proofs for any provable sequent. To 
do this, we will give some definitions and constructions. 
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Definition 4.1. A graph G  is a pair ( )EG,=G  such that G is set of 

nodes and edge is said to be each elements of E which is a subset of 
.GG ×  

Definition 4.2. Let ( )EG,=G  be any graph. ,, Gba ∈∀  if there is a 

path from a to b in  GG ,  is called reflexive transitive closure of G  and 

it’s relation is called reachability [8], [9]. 

Definition 4.3. For all sentences and all nouns in ,CARD  relation   

is defined by 

( ) .,iff Γ∈∃≥
Γ

xyyx   

This defines a graph on Γ  that ( ),P=ΓG  such that P is set of all 

nouns of .Γ  

Definition 4.4. Let Γ  be a set of sentences and P is set of nouns in 

,,. Pyx ∈∀CARD  relation   is defined by 

( ).,iff xyyx ≥
Γ

∃Γ 
  

This defines the relation reachability on .ΓG 1 

Proposition 4.5. Let Γ  be a set of sentences in .CARD  Let P be set of 

nouns in .Γ  Let ΓG  be a graph of Γ  on P. Let 
Γ
  be reachability relation 

of ΓG  and ., Γ∈Gyx  Then the following are equivalent: 

(1) .yx 

Γ
  

                                                      

1 The form of the logic All of definitions in Definition 4.3 and Definition 4.4 can be 
found in [3]. 
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(2) ( )., xy≥∃Γ   

(3) ( )., xy≥∃Γ   

Proof. Proofs of the equivalences can be showed easily from 
Definition 4.4, soundness and completeness.   

Definition 4.6. Let Γ  be a set of sentences in CARD  with IA. Let P 

be set of nouns in .Γ  Let ΓG  be a graph of Γ  on P. Let 
Γ
  be reachability 

relation of ΓG  and ., Γ∈Gyx  The conclusion can not be derived from the 

premises without ( )2ax  in ( ).  Then we need to construct larger graph 

and relation. Now, for all ,Px∈  we define six new sets: 

(a) I = { a : if x is a complex noun then take the part of adjective a}. 

(b) B = { x : if x is not basic noun then take the part of basic, otherwise 
take x }. 

(c) { }.and: BIaaxIB ∈∈= ∪  

(d) .IBPP ∪=  

(e) ( ){ }.and:, IBxIaaxx ∈∈∪=Θ
Γ


  

(f ) { ( ) ( ) }.,:, Θ∈∀∃∪Γ=Γ ≥ axxaxx  

Let 
ΓG  be a graph of Γ  on .P  Then 

Γ
  is called reachability 

relation on .
ΓG  

Proposition 4.7. Let 

Γ
  be reachability relation of 

ΓG  as in 

Definition 4.6 and ., 
ΓGqp  Then the following are equivalent: 
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(1) .qp 

Γ
  

(2) ( )., pq≥∃Γ   

(3) ( )., pq≥∃Γ   

Proof. (1) ⇒  (2) We suppose qp 

Γ
  and we show that ( )., pq≥∃Γ   

We use induction on a path of length n from p to q. If ,0=n  then qp =  

and it is clear that ( )pp,≥∃Γ   by ( ).1ax  Now suppose that our 

assumption is true for n. This means there is a path of length 1+n  that 

p is reachable from q in .
ΓG  Since our assumption, there is a path of 

length n and a r in 
ΓG  such that p is reachable from r. Then by 

induction hypothesis, we have ( )rp,≥∃Γ   and since the existence of a 

edge between q and ( ) .,, Γ∈∃≥ rqr  Hence we have a proof tree as the 

following: 

( )
( )

( ).
,

),(, T
qp

yprq
≥

≥≥

∃

∃∃
#

 

Therefore ( )., qp≥∃Γ   

(2) ⇒  (3) We saw the proof of soundness in Lemma 3.1. 

(3) ⇒  (1) Let’s take a model H with an interpretation [ ][ ] { 
Γ∈= Gpq  

}qp 

Γ
:  and suppose that .qp 

Γ
/  It is clear that if ( ),, pq≥∃  then  

( )., pqH ≥∃  Hence [ ][ ] [ ][ ].qp ⊆  By the hypothesis, [ ][ ],. ppp ∈∈ Γ
G  

since .pp 

Γ
  Since [ ][ ]., qpqp ∉/

Γ


  Hence, ( )., qpH ≥∃/  This is a 

contradiction. Then .qp ∗∗

Γ
  
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 

Algorithm 1: Given a finite set Γ  and a sentence ( )pq,≥∃  in CARD  with IA, tell 

whether or not ( )., pq≥∃Γ   

1: If pq =  Then Print ( )1ax  End If 

2: If ( )pq,≥∃  is the form of ( )axx,≥∃  Then Print ( )2ax  End If 

3: Take  P←ΓG  with p and q                                       see Definition 4.6 

4: If qp 

Γ
  Then Print the path in 

ΓG   the path from p to q is the proof tree of 

qp 

Γ
  

5: Else Print qp 

Γ
/  

6: End If 

5. Conclusion 

In this paper, we have given a soundness and completeness theorem 
of the logic CARD  and CARD  with IA. Although languages of the logics 
are beyond FOL [6] (FOL is not decidable), the logics are decidable and 
also they have efficient proof search and model construction. 
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