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Abstract 

This paper investigates some theoretical properties of a simple estimator for the 
location parameter of a Cauchy distribution and a truncated Cauchy 
distribution, respectively, which can also be used for the robust estimation of 
the first-order autocorrelation of a stationary time series. Because of its 
simplicity and its robustness against heteroscedasticity and extreme values, 
this estimator is particularly useful for the analysis of serial correlation in 
financial time series. When applied to suitably transformed observations from a 
Cauchy distribution, this estimator is more efficient than competing estimators 
such as the sample median, trimmed means and other estimators based on 
sample order statistics. 
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1. Introduction 

The ratio 
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Y
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of two jointly normal variables 1Y  and 2Y  with zero means, standard 

deviations 1σ  and ,2σ  and correlation 
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has a Cauchy distribution with probability density function 
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where the location parameter 
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specifies both the median and the mode and the scale parameter 
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ρ−=< b   (5) 

specifies the interquartile range (see Jamnik [5], 1971; for the 
distribution of the ratio of two arbitrary normal variables, see Cedilnik et 
al. [2]; Marsaglia [6]). 

Considering the special case where ,1=b  Rothenberg et al. [11] and 

Bloch [1] tried to find estimators l ( )1, , na X X…  for a that are more 

efficient than the sample median based on a random sample nXX ,,1 …  

from the density (3). Rothenberg et al. [11] showed that the trimmed 
mean based on the middle 24% of the sample order statistics has an 
asymptotic relative efficiency (A.R.E.) of 88% as compared to 81% for the 
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sample median. Bloch [1] found a weighted average of five sample order 
statistics, which has an A.R.E. of 95%. 

In a time series setting, where 1Y  and 2Y  are successive observations 

from a stationary process and ρ  is the first-order autocorrelation (see 

Hurwicz [4]; Zieliński [12]), the density (3) reduces to 
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and the restriction 1=b  implies that .0=ρ  It will be shown in the next 

section that in this case the sample mean of suitably transformed 
observations has a relative efficiency of 97%. The transformation allows 
to switch from a Cauchy distribution with infinite support to a truncated 
Cauchy distribution defined over the finite interval [−1, 1]. Moreover, the 
nontrivial case of 0≠ρ  will also be investigated. However, the 

theoretical properties critically depend on the assumption that ρ  is 

small, which is usually satisfied in financial applications. Section 3 
concludes the paper. 

2. Theoretical Results 

The maximum likelihood (ML) estimator  lMLρ  for the parameter ρ  

in (6) is asymptotically efficient. It is obtained by equating the score 
function 
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to zero. Unfortunately, numerical methods are required to solve this 
equation. There exists no explicit solution. The asymptotic variance of 
l

MLρ  is given by the inverse of the Fisher information ( ),ρI  which is the 

Cramer-Rao lower bound (CRLB) on the variance of any unbiased 
estimator of .ρ  We have 
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The asymptotic variance of the p-sample quantile is given by 
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hence the A.R.E. of the sample median l ,medρ  which is the 0.5-sample 

quantile, is 
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The fact that the A.R.E. decreases as ρ  increases and goes to zero as 

1→ρ  is not as bad as it looks because only small values of ρ  are 

relevant for financial applications. For ,1.0,0.0=ρ  and 0.2, the values 

0.811, 0.802, and 0.778, respectively, are obtained. Moreover, it may be 
expected that the A.R.E. of the sample median will be much higher when 
the variables …,,, 321 XXX  are not i.i.d. but are rather obtained from a 

time series …,,,, 3210 YYYY  via .1−= ttt YYX  This is due to the fact 

that the sample median will probably be much less affected than the ML 
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estimator by dependencies between successive ratios. In case of a series 
of asset returns, approximate independence can be achieved by omitting 
every third return, i.e., 
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because the autocorrelation at lags higher than one is negligible and 
(conditional) heteroscedasticity is already largely eliminated by the 
definition of tX  as the ratio of two successive returns. 

It follows from 

1121

12

12
2

22
+ρ−







=
+ρ−

xx

x
xx

x  (12) 

that neither the score function (7) nor the ML estimator will change 
when an observation tX  is replaced by its inverse. Reschenhofer [9] 

therefore proposed to switch from the sample nXX ,,1 …  to the sample 

,,,1 nZZ …  where 
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The latter sample has the advantage that all moments exist because the 
variables tZ  are defined over the finite interval [−1, 1]. Their density is 

given by 
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which is a special case of the truncated Cauchy distribution introduced 
by Nadarajah and Kotz [7]. Using suitable integration rules for rational 
functions (see, e.g., Gradshteyn and Ryzhik [3], pp. 79-80), we obtain 
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Reschenhofer [9] proposed the estimator 

l ( )0.2951 2 ,ZΦ
ρ = − + Φ   (18) 

where σΦ  denotes the cumulative distribution function of a normal 
distribution with mean 0 and standard deviation ,σ  and found in an 
extensive simulation study that in the presence of extreme values and 
clusters of high volatility, it outperforms both the sample median of 

nXX ,,1 …  as well as conventional estimators of the autocorrelation ρ  
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that are based on the original time series .,,0 nYY …  Reschenhofer [10] 
argued that in financial applications, where ρ  is usually small, the much 
simpler estimator 

Z2
~

−π
π=ρ   (19) 

is also adequate. In an empirical study of index returns, he demonstrated 
the usefulness of the latter estimator for the almost instantaneous 
detection of a structural break in the autocorrelation without any delay 
caused by an estimation window. Figure 1 shows that the function 
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is an excellent approximation of the inverse function of h and that the 
same is true for the function 
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in a neighbourhood of zero. All computations are carried out with the free 
statistical software R (R Core Team [8]). 

 

Figure 1. Graphs of 1−h  (green), �
1

h
−
Φ  (red), and the linear 

approximation 1~−h  (black). 
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Because of its robustness and simplicity, the estimator ρ~  may 

become a standard tool for the analysis of the serial correlation in return 
series. To check the relative efficiency of ,~ρ  which is approximately 

unbiased in a neighbourhood of zero, we must compare its variance 
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The ratio of (23) and (22) is given by 0.967, 0.921, and 0.802 for 
,1.0,0.0=ρ  and 0.2, respectively. These values are much higher than 

the corresponding values 0.811, 0.802, and 0.778 for the sample median 
l .medρ  Clearly, focusing exclusively on the variance or the asymptotic 

variance of an estimator only makes sense when it is unbiased or 
asymptotically unbiased. In an asymptotic analysis, I must therefore 
replace ρ~  by 

l ( )1 .h h Z−ρ =   (24) 

The inverse of the function h can be determined numerically to any 

desired precision. However, the discrepancy between 1~−h  and 1−h  may 
be negligible in practice when ρ  is small. For example, 

( ) ( )( ) ,000035.01.01.0~ 211 =− −− hh  

whereas 
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for 98.0≤ρ  and .1000≤n  
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3. Concluding Remarks 

This paper is concerned with the estimation of a “stationary” Cauchy 
distribution, which is obtained by dividing two centered normal random 
variables under the assumption of equal variances. The location 
parameter ρ  can be interpreted as the first-order autocorrelation when 

the variables are successive observations of a stationary process. 
Applying a suitable transformation to a sample of observations from this 
distribution allows the use of the sample mean for the estimation of .ρ  

The transformed observations follow a truncated Cauchy distribution, 
which has all its moments because it is defined over a finite interval. 
However, a mean correction is required. If it is known that ρ  is small, 

e.g., in financial applications, a simple multiplication by a constant will 
do the trick. The resulting estimator is more efficient than common 
estimators for the location parameter of a Cauchy distribution such as 
the sample median, trimmed means and other estimators based on 
sample order statistics. 

Because of its simplicity and its robustness, this estimator is an ideal 
tool for the analysis of serial correlation in return series. The robustness 
against heteroscedasticity is due to the fact that the estimator is based on 
ratios of successive observations. Robustness against outliers is achieved 
through the stabilizing transformation of the ratios. Tasks for future 
research include the extension to higher-order autocorrelation as well as 
to cross-correlation. 
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