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Abstract 

In this paper, we investigate entrywise operators that preserve determinants of 
matrices over commutative rings. We give necessary and sufficient conditions 
for entrywise operators to be determinant preserving in the full matrix space, 
the upper triangular matrix space, the symmetric matrix space, and the anti-
symmetric matrix space, respectively. 

1. Introduction 

Preserver problems is an active research area in matrix theory and 
operator theory. Those problems involve certain operators of matrix 
spaces that preserve certain properties of matrices (usually) over a field. 
For example, the linear preserver problem [8, 9] involves characterizing 
operators on matrices that preserve some properties/invariants of 
matrices such as determinants [7], singularities [2], eignvalues [1], (local) 
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spectrum [3], etc.; Guillot and Rajaratnam [6] studied functions 
preserving positive definiteness for sparse matrices; Cao and Zhang [5] 
characterized additive rank-one preserving surjections on symmetric 
matrix spaces over a field of characteristic not 2 or 3. 

Let R be a commutative ring with identity. An operator f of the 
matrix space ( )RMn  is called an entrywise operator of ( )RMn  if there 

exists an operator τ  of R such that ( ) ( ( )) ( )RMaAf nij ∈= τ  for all     

=A ( ) ( ).RMa nij ∈  Note that an entrywise operator is not necessarily a 

linear operator. In this paper, we characterize entrywise operators that 
preserve determinants of matrices over a commutative ring. More 
precisely, we investigate entrywise operators preserving determinants of 
matrices in several matrix spaces: the full matrix space, the upper 
triangular matrix space, the symmetric matrix space, and the anti-
symmetric matrix space. 

2. Operators Preserving Determinants 

We first introduce several basic concepts that will be used later. Let 
R be a commutative ring with identity, and ( ) ( )2≥nRMn  be the set of 

nn ×  matrices with entries from R. Let ( ) ( ) ( ( ) ⊂⊂ RSRMRT nnn .,resp  

( ) ( ) ( ))RMRASRM nnn ⊂,  be the subset consisting of all upper 

triangular (resp., symmetric, anti-symmetric) matrices. As usual, we use 

n0  and nI  to denote the zero matrix and identity matrix, respectively, in 

( );RMn  use BA ⊕  to present the diagonal block matrix 














nnm

mnm

B

A

0

0
 

( ).RM nm+∈  

Suppose f is an operator of R, i.e., a mapping from R to itself. Then f 
extends to an entrywise operator of ( )RMn  by setting ( ) ( ( )) ∈= ijafAf  

( )RMn  for any ( ) ( ).RMaA nij ∈=  Similarly, f extends to an entrywise 
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operator of ( ).RSn  It is easy to see that f extends to an entrywise 

operator of ( )RTn  if and only if ( ) ;00 =f  and f extends to an entrywise 

operator of ( )RASn  if and only if f is an odd mapping, i.e., if and only if 

( ) 00 =f  and ( ) ( )rfrf −=−  for all .Rr ∈  

Determinants of matrices over R are defined similarly to those over a 
field, i.e., 

( ) ( ) ( ) ( ),sgndet 2211 nn
S

aaaA
n

σσσ
∈σ

σ= ∑ "  

where ( )RMA n∈  and nS  is the set of permutations on the set 

{ }.,,2,1 n…  Determinants of matrices over a commutative ring share 

many properties with their counterpart over a field (see, e.g., [4]). 

Definition 2.1. An operator f of R is said to preserves determinants 
in ( ) ( ( ) ( ) ( ))RASRSRTRM nnnn ,,.,resp  if ( ) ( )AfAf detdet =  for all 

( ) ( ( ) ( ) ( )).,,.,resp RASRSRTARMA nnnn ∈∈  

Note that in this paper we do not assume that f is a linear operator. 

The rest of this section is organized as follows. We first study (in 
Subsection 2.1) entrywise operators preserving determinants in matrix 
space ( ).RMn  Then we characterize determinant preserving entrywise 

operators on symmetric matrix space ( )RSn  in Subsection 2.2. Finally, 

we give necessary and sufficient conditions for determinant preserving 
entrywise operators on anti-symmetric matrix space ( )RASn  in 

Subsection 2.3. 

2.1. Matrix space and upper triangular matrix space 

Theorem 2.2. Let R be a commutative ring with identity 1 and 
RRf →:  be an operator of R satisfying that there exists Ru ∈  such 

that ( )uf  is a unit of R. Then f preserves determinants in ( ) ( )2≥nRMn  

if and only if ,τk=f  where 1, 1 =∈ −nR kk  and τ  is an automorphism 

of R. 
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Proof. ( )⇐  Suppose that ,τk=f  where 1, 1 =∈ −nR kk  and τ  is an 

automorphism of R. Then, for any ( ) ( ),RMaA nij ∈=  we have 

( ) ( ) ( ( ) ) ( ( ) ) ( ( ) )nn
S

aaaAf
n

σσσ
∈σ

⋅σ= ∑ τττ kkk "2211sgndet  

( ) ( ) ( ) ( ) 












⋅σ= σσσ

∈σ
∑ nn

S

n aaa
n

"2211sgnτk  

( ) ( ) ( ) ( ) 












⋅σ= σσσ

∈σ
∑ nn

S
aaaf

n

"2211sgn  

( ).det Af=  

( )⇒  Suppose f preserves determinants in ( ) ( ),2≥nRMn  i.e., 

( ) ( ) ( ).allfor,detdet RMAAfAf n∈=   (1) 

Particularly, ( ) ( ),0det0det nn ff =  i.e., ( ) .00 =f  Suppose Ru ∈  and 

( )uf  is invertible. Let ( ).1 RMIuB nn ∈⊕= −  Then ( ) ( ) ( )BfBfuf detdet ==  

( ) ( )[ ] .1 1−= nfuf  Thus ( )[ ] 11 1 =−nf  and therefore ( )1f  is invertible with 

( )[ ] ( )[ ] .11 21 −− = nff  

Let .
0

0
2−⊕













= nI

b

a
C  Then it follows from Equation (1) that 

( ) ( ) ( ) ( ) ( ) ( )[ ] .1detdet 2−=== nfbfafCfCfabf  

Let ( )[ ] .1 2 ff n−=τ  Then we have that ( ) ( ) ( ).baab τττ =  

Let .
11

2−⊕











 −
= nI

ba
D  Then we get from Equation (1) that 

( ) ( ) ( ) ( ) ( ).detdet bfafDfDfbaf −−===+   (2) 
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Hence, by letting 0=a  in the above equation, we have ( ) ( ) ( )bffbf −−= 0  

( ).bf −−=  Thus, by Equation (2), ( ) ( ) ( ) ( ) ( ),bfafbfafbaf +=−−=+  

which implies ( ) ( ) ( ).baba τττ +=+  Therefore, τ  is an automorphism of 

R and τk=f  for ( )[ ] ( ).11 2 ff n == −k   

Note that, in the ”“⇒  part of the proof, the condition “there exists 
Ru ∈  such that ( )uf  is a unit of ”R  was only used to deduct that 

( )[ ] 11 1 =−nf  from the equation ( ) ( ) ( )[ ] .1 1−= nfufuf  If we assume that    

R is an integral domain and consider the equation ( ) ( ) ( )[ ] 11 −= nfufuf  in 

the filed of fractions of R, then the conditions ( ) 0”“ ≠uf  and  

( ) ( ) ( )[ ] ”“ 11 −= nfufuf  would imply ( )[ ] .11 1 =−nf  That is, we have the 

following: 

Corollary 2.3. Let R be an integral domain with identity 1 and 
RRf →:  be an operator of R. Then f preserves determinants in 

( ) ( )2≥nRMn  if and only if one of the following holds: 

(i) ( ) 0=rf  for all ;Rr ∈  

(ii) ,τk=f  where 1, 1 =∈ −nR kk  and τ  is an automorphism of R. 

By a similar argument to the proof of Theorem 2.2, we can prove the 
following theorem for upper triangular matrices. 

Theorem 2.4. Let R be a commutative ring with identity 1 and 
RRf →:  be an operator of R satisfying that there exists Ru ∈  such 

that ( )uf  is a unit of R. Then f preserves determinants in ( ) ( )2≥nRTn  if 

and only if ,τk=f  where 1, 1 =∈ −nR kk  and ( ) ( ) ( )baab τττ =  for all 

., Rba ∈  
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2.2. Symmetric matrix space 

Theorem 2.5. Let R be a commutative ring with identity 1 such that 

02 ≠r  for all nonzero .Rr ∈  Let RRf →:  be an operator of R 

satisfying that there exists Ru ∈  such that ( )uf  is a unit of R. Then f 

preserves determinants in ( ) ( )4≥nRSn  if and only if ,τk=f  where 

1, 1 =∈ −nR kk  and τ  is an automorphism of R. 

Proof. ( )⇐  This direction follows from Theorem 2.2. 

( )⇒  Suppose f preserves determinants in ( ) ( ).4≥nRSn  By a 

similar argument to the proof of Theorem 2.2, we get ( ) ( )[ ] == −11,00 ff  

( )[ ] 21 −nf  and ( ) ( ) ( )baab τττ =  for all ,, Rba ∈  where ( )[ ] .1 2 ff n−=τ  

Hence, ,τk=f  where ( )[ ] ( )11 2 ff n == −k  and .11 =−nk  It suffices to 

prove that ( ) ( ) ( )baba τττ +=+  for all ., Rba ∈  

Let ( ).

011

101

112

3 RSIA nn ∈⊕





















= −  It is clear that det .0=A  Thus 

( ) ,0det =Af  that is, ( ) ( )( ) ( )[ ] .01212 1 =− −nfff  So we have that ( ) ( ),122 ff =  

as ( )[ ] .11 1 =−nf  Let ( ) baRSI

baba

b

a

ba

B nn ,,

0

011

101

112

4 ∈⊕

























+

+

= − .R∈  

It is easy to check that ( ) ( ) 00det == fBf  (note that ( ) ( )122 ff = ). Thus, 

we have 

( ) ( ) ( ) ( ) ( )[ ] ( )[ ] ( )[ ] ,11detdet0 422 −⋅+−+=== nffbafbfafBfBf  
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which implies ( ) ( ) ( )[ ] .02 =+−+ bafbfaf  By our assumption, 02 ≠r  

for all nonzero ,Rr ∈  so we get ( ) ( ) ( ) ,0=+−+ bafbfaf  i.e., ( ) =+ baf  

( ) ( )bfaf +  for all ., Rba ∈  Therefore, ( ) ( ) ( )baba τττ +=+  for all 

., Rba ∈   

Particularly, if R is an integral domain, we have the following: 

Corollary 2.6. Let R be an integral domain with identity 1 and f be 
an operator of R. Then f preserves determinants in ( ) ( )4≥nRSn  if and 

only if one of the following holds: 

(i) ( ) 0=rf  for all ;Rr ∈  

(ii) ,τk=f  where 1, 1 =∈ −nR kk  and τ  is an automorphism of R. 

Proof. ( )⇐  If f is the zero mapping, clearly it preserves determinants 

for matrices in ( ).RSn  If f is in the case (ii), then the result follows from 

Theorem 2.5. 

( )⇒  Since R is an integral domain, 02 ≠r  for all nonzero .Rr ∈  

Suppose f is not the zero mapping, that is, ( ) 0≠af  for some .Ra ∈  

Then, by an argument as in Corollary 2.3, we can prove that f satisfies 
condition (ii). This completes our proof.  

2.3. Anti-symmetric matrix space 

Recall that elements along the main diagonal of an anti-symmetric 
matrix are all zero. For any ( )RASA n∈  with n odd, .0det =A  An 

operator f of R is called an odd operator if ( ) ( )rfrf −=−  for all Rr ∈  

and ( ) .00 =f  

Theorem 2.7. Suppose R is a commutative ring with identity, n is an 
odd integer, and f is an operator of R. Then f preserves determinants in 

( )RASn  if and only if f is odd. 
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Proof. It is clear.  

It is easy to check the following lemma, which will be used in the 
proof for the case of even n. 

Lemma 2.8. Suppose R is a commutative ring, 2≥n  is an even 
integer, and 

( ).

0

0

0

0

RAS

xxx

xxx

xxx

xxx

A n∈
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Then .det nxA =  

Theorem 2.9. Suppose R is a commutative ring with identity 1 

satisfying that 02 ≠r  for all nonzero 4, ≥∈ nRr  is an even integer, 

and f is an odd operator of R such that ( )1f  is a unit of R. Then f 

preserves determinants if and only if ,τk=f  where 1, 1 =∈ −nR kk  and 
τ  is an automorphism of R. 

Proof. Note that, since f is odd, f is an operator of ( ).RASn  

( )⇐  This direction follows from the ”“⇐  part of the proof of Theorem 
2.2. 

( )⇒  Suppose f preserves determinants in ( ).RASn  Let 

( ).

011

101

110

RASA n∈

























−−

−
=

"

""""

"

"

 



OPERATORS PRESERVING DETERMINANTS OF … 27

By Lemma 2.8, det 1=A  and ( ) ( )[ ] .1det nfAf =  Thus ( ) ( ) == Aff det1  

( ) ( )[ ] ,1det nfAf =  which implies ( )[ ] 11 1 =−nf  as ( )1f  is invertible in R. 

Let 

( ) .,,

011

101

110

00

001

00

100

4

RbaRAS
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b
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a

B n

n

∈∈
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Then, by easy calculation and Lemma 2.8, we have 

( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ( )[ ] .11detdet00 42 −−−==== nfbfafabffBfBff  

Since, by assumption, ( )1f  is invertible in R and 02 ≠r  for all nonzero 

,Rr ∈  we obtain that ( ) ( ) ( ) ( ) .01 =− bfafabff  Letting ( )[ ] ,1 1 ff −=τ  we 

have ( ) ( ) ( ).baab τττ =  

Not let 

( ) .,,

011
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0

011
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RbaRAS

baba

b

a

ba

C n

n

∈∈
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Direct calculation gives that 

( ) ( ) ( ) ( ) ( )[ ] ( )[ ] .1detdet0 22 −−−+=== nfbfafbafCfCf  

Hence, by a similar argument as above, we get ( ) ( ) ( ) ,0=−−+ bfafbaf  

i.e., ( ) ( ) ( ).bfafbaf +=+  Thus ( ) ( ) ( ).baba τττ +=+  Therefore, τ  is an 

automorphism of R.  
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Note that, for the case ,2=n  the above proof does not work. 
However, it is easy to see that an odd operator f of a commutative ring R 

preserves determinants in ( )RAS2  if and only if ( ) ( ) ( )afafaf =2  for all 

.Ra ∈  
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