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Abstract 

In this paper, a new missing data filling method, SG-PCA filling algorithm, is 
provided. This algorithm is based on principal component analysis and 
Savitzky-Golay denoising method. For given incomplete data, we apply the PCA 
filling algorithm and the Savitzky-Golay denoising method alternatively to 
approximate the missing values. As an example, a filling experiment is 
performed by using the Breast Cancer data set in the University of California 
Irvine (UCI). The results show that the SG-PCA filling algorithm is more 
effective in filling accuracy. 

1. Introduction 

Data mining is an important topic both in computer science and statistics 
and is widely used in industry, business, healthcare, etc. If the data we are 
dealing with is not complete, the difficulty of data mining will increase, and 
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then the efficiency of decision-making will be affected. So how to fill the 
missing data has been paid more and more attention by many researchers. 

Deletion of missing data, may discard the hidden value in the data, 
resulting in waste of data (Litter and Rubin [1]; Han and Kamber [2]). In 
general, we use a filling algorithm for the missing data. There are many 
statistical methods to fill missing data, such as half-minimize algorithm 
(Xia and Psychogis [3]), k-nearest neighbour algorithm (Pan and Chen 
[4]; Wang [11]), singular value decomposition algorithm (Alter et al. [5]; 
Wang [11]; Oba and Sato [8]), Bayesian principal component analysis 
algorithm (Bishop [6]; Oba and Sato [8]), and multiple imputation 
algorithm (Rubin [7]). 

Principal component analysis (PCA) is a classical method of data 
dimensionality reduction, and it can be used to fill the missing data 
(Litter and Rubin [1]). 

However, the noise of the data is inevitable (Pan and Chen [4]). In 
this paper, we will use the combination of Savitzky-Golay denoising and 
principal component analysis to fill the missing data under the condition 
of random missing data. 

In Section 2, we introduce the SG-PCA filling algorithm, which is 
based on the principal component model and Savitzky-Golay denoising 
model. We provide a numerical experiment in Section 3 to compare       
SG-PCA filling algorithm with some other filling methods. 

2. Algorithm Models 

2.1. Principal component analysis filling algorithm 

Principal component analysis (PCA) is a nonparametric method to 
transform complex data from high dimension to low dimension and 
extract the main information of data. The principal component analysis 
filling algorithm uses incomplete data to find the principal components, 
and uses the obtained principal components to reconstruct the missing 
values. 
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Definition 2.1 (Singular value decomposition (SVD) [9]). 

Suppose ,nmRM ×∈  there is a decomposition 

,TVUM ∑=   (1) 

where mmU ×∈ R  is an orthogonal matrix, nm×∈∑ R  is a diagonal 

matrix and the diagonal elements are nonnegative, nnV ×∈ R  is an 

orthogonal matrix and TV  is its transpose. This decomposition is called 
the singular value decomposition of matrix M. 

For the sample data X, the principal component of matrix X is the 
columns of matrix V, which is based on the definition and the concept of 
principal components. 

We present the filling algorithm as follows: 

PCA Filling Algorithm 

Task: For the given incomplete data ,nmY ×∈ R  fill the missing 
values in Y. 

Parameters: We set the threshold 0ε  and the cumulative rate 

( ).1,00 ∈α  

Initialization: Let .0ε=ε  Use the incomplete mean of ( ( ,1yYY =  

))nyy ,,2  to fill the missing values in Y, denote the filled matrix by .1Y  

Main iteration: 

Step 1. Apply singular value decomposition on the matrix ,1Y  obtain 

.,, VU ∑  

Step 2. Find the least k such that the cumulative rate of the first k 
principal components reaches .0α  
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Step 3. The p-th missing attribute (column) of the i-th sample (row) 
in Y is filled by 

( ),ent T
kipii VUyy ∑+=   (2) 

where ∑k  is the diagonal matrix obtained by setting all diagonal 

elements of ∑  to be zero except the first k elements. Denote the filled 

matrix by .2Y  

Step 4. Compute ,
21

221
Y

YY −
=ε  if ,0ε<ε  stop. Otherwise, let ,21 YY =  

return to Step 1. 

Output: The filled matrix 2Y  and k: the number of principal 

components we selected. 

2.2. SG algorithm 

Savitzky-Golay denoising method was proposed by Savitzky and 
Golay [10] in 1964, and has been widely used. It is a kind of filtering 
method based on local polynomial least squares fitting in time domain. 

The main idea of Savitzky-Golay algorithm model is as follows: 

Set a set of data ( ) ( ),,,, mmiix −=  constructing a polynomial 

of order n: 

( ) .
0

k
k

n

k
iaip ∑

=

=   (3) 

The residual is: 

( ) ( )( ) ( ( )) .2

0

2 ixiaixip k
k

n

k

M

Mi

M

Mi
n −=−=ε ∑∑∑

=−=−=

  (4) 

By Fermat’s rule, the above residual takes the smallest value when all its 
partial derivatives about ka  are zero, that is, 
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In the other words, 

( ) ( ) .,,0,
0

ntixiai t
M

Mi
k

kt
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==⋅ ∑∑∑

−=

+

−==

  (6) 

Let ( ) ,,0,,, AABntMiMiaaA Tt
itit =≤≤≤≤−==  then 

.tk
kt

M

Mi
kiti

M

Mi
kt biaab === +

−=−=
∑∑   (7) 

So 

,xAAaABa TT ==   (8) 

( ) ,1 HxxAAAa TT == −   (9) 

where ( ) TT AAAH 1: −=  is the desired convolution factor. 

2.3. PCA algorithm based on Savitzky-Golay denoising 

The missing data filling algorithm based on principal component 
analysis and Savitzky-Golay denoising method is: 

SG-PCA Filling Algorithm 

Task: For the given incomplete data ,nmY ×∈ R  fill the missing 
values in Y. 

Parameters: Threshold .00 >ε  

Initialization: Let .0ε=ε  Use the incomplete mean of Y to fill the 
missing values in Y, denote the filled matrix by .1Y  

Main iteration: 

Step 1. Apply the SG algorithm on each column of ,1Y  denote the 

denoised matrix by .2Y  
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Step 2. Apply the PCA filling algorithm on 2Y  to obtain the filled 

matrix ,3Y  here we regard 2Y  as an incomplete matrix which has the 
missing values on the same positions as Y. 

Step 3. Compute .
21

231
Y

YY −
=ε  

Step 4. If ,0ε<ε  stop. Otherwise, let ,31 YY =  return to Step 1. 

Output: The filled matrix .3Y  

3. Numerical Results 

In order to verify the effectiveness of the SG-PCA filling algorithm, 
we apply this algorithm, BPCA algorithm and HM algorithm on breast 
cancer data set in UCI [13], then compare the results. 

Breast cancer set was created by Matjaz Zwitter and Milan Soklic 
(Doctor), oncology institute, University Medical Center, Ljubljana, 
Yugoslavia, Tan and Jeff Schlimmer donation. This data set includes 201 
instances of one class and 85 instances of another class. The instances 
are described by 9 attributes, some of which are linear and some are 
nominal. 

3.1. Model evaluation index 

When data is missing, researchers try to find the data that is the 
same with reality, which is almost impossible. Therefore, how to find an 
accurate filling algorithm for missing fill is the key, that is, the missing 
estimate obtained by the missing fill algorithm is as close as possible to 
the original value of the missing data. However, there is no single 
criterion on how to evaluate the quality of the algorithm. In this paper, 
we use (Wang [11]; Li [12]) 
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where ( )tx  is the original data, ( )tx
~

 is the filled data, and q is the total 
number of the missing data, 

( ) ( )
( ) ( )
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3.2. Empirical analysis 

Figure 1 and Figure 2 are based on the breast cancer data set in UCI, 
under the conditions of 10% missing rate and 20% missing rate, analyze 
the effect of the k value on the filling effect. Figure 1, when ,10=k  the 
cumulative contribution rate of the principal component has reached 
95%, and the accuracy is high, however, Figure 2, although ,10=k  the 
cumulative contribution rate of the principal component has reached 
95%, but the accuracy is relatively small. 

 

Figure 1. Filling map with 10% missing rate and the cumulative 
contribution rate of principal components. 
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Figure 2. Filling map with 20% missing rate and the cumulative 
contribution rate of principal components. 
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Figure 3 is under different missing rate, comparing the accuracy of 
the PCA filling algorithm and the denoising PCA algorithm, we can 
figure out that the accuracy of PCA to fill the missing data is 
significantly less than the PCA algorithm. 

 

Figure 3. Filling map of PCA and SG-PCA under different missing rate. 
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Figure 4 shows the filling accuracy of the breast cancer data set 
through the PCA, BPCA, and HM algorithms at different missing ratios. 
We can find that although the overall level of PCA algorithm and BPCA 
be roughly the same, but the filling effect is not obvious. 

 

Figure 4. Comparison of PCA and different filling algorithms. 
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Figure 5 comparing the algorithm with BPCA and HM filling, we can 
see that the algorithm is 10% higher than BPCA and 20% HM. 

 

Figure 5. Comparison of SG-PCA and different filling algorithms. 

4. Conclusion 

In this paper, we propose a missing data filling method based on 
principal component analysis and Savitzky-Golay denoising method. The 
advantages of this method are: (a) Savitzky-Golay algorithm is a widely 
used denoising method; (b) Principal component analysis (PCA) is a non 
parametric method for extracting data information. According to the 
experimental results, we can find that the accuracy of this algorithm is 
higher than that of BPCA and HM algorithm. 

Further research work: It is important to choose k in PCA filling 
algorithm, so it is necessary to study how to find the best k for different 
missing rates. 
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