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Abstract

In survey sampling, auxiliary variables and attributes have been employed to reduce the mean square error (MSE) of estimators, hence, improving such estimators in two-phase sampling. Similarly, the three ways of utilizing auxiliary variables and attributes (full, partial, and no information cases) have provided flexibility in its usage. In this article, we have proposed two additional cases to the existing partial information case to make up five information cases of utilizing auxiliary variables and attributes. Similarly, schema of each of the proposed estimators were introduced for estimator formation. It was ascertained
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that partial information case II (PIC-II) and partial information case III (PIC-III) are efficient over partial information case I (PIC-I). Hence, the proposed two partial information cases (PIC-II and PIC-III) gained improved efficiency over the existing partial information case I (PIC-I).

1. Introduction

Amongst the survey statisticians, the use of auxiliary information has been established and been in use towards improving the estimation on the study variable. The use of auxiliary information is highly recommended when there is high correlation between the study and the auxiliary variables. Two-phase sampling, among other sampling techniques, maximizes the advantages of auxiliary variable (utilization of auxiliary information). Neyman [9, 10] initiated the use of auxiliary variable at the pre-selection stage while Watson [15] first used auxiliary variable at the post-selection stage using regression estimation method. The use of regression estimator in two-phase sampling towards estimating the study variable uses the auxiliary information at the post-selection or estimation stage. Olkin [11] pioneered the application of highly correlated multi-auxiliary variables (more than one auxiliary variable) in ratio estimation method with improved result over no auxiliary or one auxiliary variable.

Ahmad et al. [1] summarized the works of Tripathi [14] and Das [4] into four ways which auxiliary information may be available in two-phase sampling (availability of auxiliary information). Samiuddin and Hanif [13] categorize the estimators into three cases based on the availability of two or more auxiliary variables in such estimators. The three cases are full information case (FIC), no information case (NIC) and partial information case (PIC). These three cases provide the flexibility in the usage of auxiliary information depending on the various forms of availability of such auxiliary variables.

A new auxiliary feature about the population could be dichotomous property (present or absent) which is as well highly correlated with the study variable. The use of such dichotomous property, called auxiliary
attribute, in survey statistics has revealed improvement on the estimation of the study variable. Bahl and Tuteja [3], Jhajj et al. [6], Rajesh et al. [12], Hanif et al. [5], and Moeen et al. [8] are among the literatures that have utilized auxiliary attributes to obtain improve estimators over the singular use of auxiliary variable and over non-usage of auxiliary variable. Kung’u et al. [7] proposed generalized mixture regression estimator in two-phase sampling with the combination of multiple auxiliary variables and attributes following the prior three ways of utilizing the auxiliary variables, full, no and partial information cases as established by Samiuddin and Hanif [13]. The established estimators have smaller mean square errors over the prior reviewed estimators of Moeen et al. [8], hence, making them superior.

The research focuses on the partial information case established by Kung’u et al. [7], this article considers two-additional cases of such partial information case to make up three partial information cases (PIC-I, PIC-II, and PIC-III). These sum up to five information cases considering the full and no information cases. The estimator schema of the five information cases were introduced and the mean square error were established following Arora and Bansi [2] approach of presenting mean square error.

2. Preliminaries

2.1. Notations and assumptions

Considering \( N \) as the population size and \( n_1 \) and \( n_2 \) as the first and second phase sample sizes (simple random without replacement) respectively, where \( n_1 > n_2 \). Hence, presenting

\[
\theta_1 = \left( \frac{1}{n_1} - \frac{1}{N} \right) \quad \text{and} \quad \theta_2 = \left( \frac{1}{n_2} - \frac{1}{N} \right) \quad \text{for} \quad \theta_1 < \theta_2.
\]
Let \( x_{(1)i} \) and \( x_{(2)i} \) be the \( i \)-th auxiliary variable at the first and second phase sample, respectively; \( y_2 \) be the study variable at the second phase sampling. Then
\[
\bar{y}_2 = (\bar{y} + \bar{e}_y); \quad \bar{x}_{(1)i} = (\bar{x}_i + \bar{e}_x(1)i); \quad \bar{x}_{(2)i} = (\bar{x}_i + \bar{e}_x(2)i), \quad \text{for } i = 1, 2, \ldots, p,
\]
(2)
where \( \bar{e}_y, \bar{e}_x(1)i, \bar{e}_x(2)i \) are the mean sampling errors and are very small, such that
\[
E(\bar{e}_x(1)i) = E(\bar{e}_x(2)i) = 0.
\]
(3)
Similarly, considering \( \tau_{ij} \) as a complete dichotomous property about the population which is presented as
\[
f(x) = \begin{cases} 
1, & \text{is the } j\text{-th unit of population possessing } i\text{-th auxiliary attributes}, \\
0, & \text{otherwise}, 
\end{cases} \quad j = 1, 2, \ldots, n,
\]
(4)
\( \tau_j \) = value of \( j \)-th auxiliary attribute with the assumption that the complete dichotomy is recorded for each attribute.

Let \( A_j = \sum_{j=1}^N \tau_{ij} \) and \( a_j = \sum_{j=1}^n \tau_{ij} \) be the total number of units in the population and sample, respectively, possessing attribute \( \tau_j \). Let \( \frac{A_j}{N} \) and \( \frac{a_j}{n} \) be the corresponding population and sample proportion possessing attribute \( \tau_j \). Similarly,
\[
P_{(1)i} = (P_i + \bar{e}_\tau(1)i); \quad P_{(2)i} = (P_i + \bar{e}_\tau(2)i),
\]
(5)
for \( E(\bar{e}_\tau(1)i) = E(\bar{e}_\tau(2)i) = 0, \)
(6)
and
\[
C_\gamma^2 = \frac{S_\gamma^2}{\bar{y}^2}; \quad C_{\tau_i}^2 = \frac{S_{\tau_i}^2}{P_i^2}; \quad \rho_{yx} = \frac{S_{yx}}{S_yS_x}.
\]
2.2. Mixture regression estimator in two-phase sampling

2.2.1. Full information case (FIC)

Kung’u et al. [7] established the estimated population mean of a mixture regression estimator in two-phase sampling using multi-auxiliary variables and attributes when information on all the auxiliary variables and attributes are available from the population. This is called full information case (FIC).

\[ \bar{t} \cdot MR(3.0) = \left[ \bar{y}_2 + \sum_{i=1}^{k} \alpha_i (\bar{X}_i - \bar{x}_{(2)}) + \sum_{j=k+1}^{q} \beta_j (p_j - p_{(2)}) \right]. \quad (7) \]

The corresponding mean square error is given as

\[ MSE \left( \bar{t} \cdot MR(3.0) \right) = \theta_2 \gamma^2 C^2_y \left( 1 - \rho^2_{y,(x,z)q} \right). \quad (8) \]

2.2.2. No information case (NIC)

The estimated population mean is established when population information on all auxiliary variables and attributes are not available. The mixture regression estimator using multi-auxiliary variables and attributes in two-phase sampling is presented by Kung’u et al. [7] as

\[ \bar{t} \cdot MR(3.2) = \left[ \bar{y}_2 + \sum_{i=1}^{k} \alpha_i (\bar{X}_i - \bar{x}_{(2)}) + \sum_{j=k+1}^{q} \beta_j (p_{(1)} - p_{(2)}) \right]. \quad (9) \]

The corresponding mean square error is given as

\[ MSE \left( \bar{t} \cdot MR(3.2) \right) = \gamma^2 C^2_y \left[ \theta_2 \left( 1 - \rho^2_{y,(x,z)q} \right) + \theta_1 \left( 1 - \rho^2_{y,(x,z)q} \right) \right]. \quad (10) \]

2.2.3. Partial information case I (PIC-I)

Kung’u et al. [7] presented the estimated population mean of a mixture estimator in two-phase sampling when there are multi-auxiliary variables and attributes such that we do not have information on \( k \) auxiliary variables and \( q \) auxiliary attributes from the population.
Kung’u et al. [7] uses the second method of configuring partial information case (PIC) out of the two ways expressed by Ahmad et al. [1] of presenting partial information case. The estimator is presented as thus:

\[
t^{MR(3.1)} = \left[ \bar{y}_2 + \sum_{i=1}^{t} \alpha_i (\bar{x}_{1i} - \bar{x}_{2i}) + \sum_{i=1}^{t} \sigma_i (\bar{x}_i - \bar{x}_{1i}) \right. \\
\left. + \sum_{i=t+1}^{k} \alpha_j (\bar{x}_{1j} - \bar{x}_{2j}) + \sum_{f=k+1}^{g} \beta_f (p_{1f} - p_{2f}) + \sum_{f=k+1}^{g} \gamma_f (p_{1f} - p_{1f}) + \sum_{m=g+1}^{q} \beta_m (p_{1m} - p_{2m}) \right].
\]

(11)

The corresponding mean square error is given as

\[
MSE \left(t^{MR(3.1)}\right) = \bar{Y}^2 C^2 \left[ \theta_1 \left( \rho_{\gamma(\bar{y},\bar{y})}^2 - \rho_{\gamma(\bar{y},\bar{y})}^2 \right) + \theta_2 \left( 1 - \rho_{\gamma(\bar{y},\bar{y})}^2 \right) \right].
\]

(12)

3. Methodology

3.1. Introducing the estimator schema

Estimator schema, just like database schema in the Software Industry, is a blueprint which serves as guide about the concerned estimator. It is a diagrammatical representation of such estimator. The importance of estimator schema are to ease understanding, abridge any lengthy estimator and to make further modification of concerned estimator easy for samplers.

An instance

\[
t^* = \left[ \bar{y}_2 + \sum_{i=1}^{t} \alpha_i (\bar{x}_{1i} - \bar{x}_{2i}) + \sum_{i=1}^{t} \sigma_i (\bar{x}_i - \bar{x}_{1i}) + \sum_{j=t+1}^{k} \gamma_j (\bar{x}_{1j} - \bar{x}_{2j}) \right. \\
\left. + \sum_{f=k+1}^{g} \beta_f (p_{1f} - p_{2f}) \right].
\]
The schema for the estimator \( t^* \) is presented as

\[
    t^* = \begin{bmatrix}
        \text{Regression (PIC)} \\
        \gamma_2 + \alpha_i^* + \sigma_{1,i}^* + \gamma_j^* + \beta_{2,f}^*
    \end{bmatrix}
\]

**Line 1:** This explains that the estimator \( t^* \) is a partial information case and the type of estimation method involved is regression estimation method.

**Line 2:** * \( \alpha, \sigma, \gamma, \) and \( \beta \) are parameters to be estimated.

* \( i, j, \) and \( f \) are counters associated with the corresponding parameter. \( i = 1, 2, \ldots, t, \ j = t + 1, \ldots, k, \) and \( f = k + 1, \ldots, g. \)

* 1.\( i \) : FIC with the first phase sample data available.

* 2.\( f \) : FIC with the second phase sample data available.

**Line 3:** This is the type of auxiliary information used. AV means auxiliary variable and AA means auxiliary attribute.

**Line 4:** Explains the type of information case based on the type of auxiliary information being used.

PIC means partial information case, FIC means full information case, and NIC means no information case.

### 3.1.1. Introducing the estimator scheme for full information, no information, and partial information cases

We hereby introduce estimator schema of the aforementioned estimators as proposed by Kung’u et al. [7] as thus:

**(a) Estimator schema for full information case (FIC)**

The schema of estimator \( t_{MR(3.0)} \) (in Equation (7)) is presented as

\[
    t_{MR(3.0)}^* = \begin{bmatrix}
        \text{Regression (FIC)} \\
        \gamma_2 + \alpha_{2,i}^* + \beta_{2,j}^*
    \end{bmatrix},
\]

Equation (14)
where $AA$ = auxiliary attribute; $AV$ = auxiliary variable; $PIC$ = full information case.

**b) Estimator schema for no information case (NIC)**

The schema of estimator $t_{MR(3.2)}$ (in Equation (9)) is presented as

$$t^*_{MR(3.2)} = \left\{ \begin{array}{l}
\text{Regression (NIC)}
\end{array} \right\} \frac{\bar{y}_2 + \alpha_i^q + \beta_j^q}{\bar{y}_i^A},$$

(15)

where $AA$ = auxiliary attribute; $AV$ = auxiliary variable; $NIC$ = no information case.

**c) Estimator schema for partial information case (PIC)**

The schema of estimator $t_{MR(3.1)}$ (in Equation (11)) is presented as

$$t^*_{MR(3.1)} = \left\{ \begin{array}{l}
\text{Regression (PIC-I)}
\end{array} \right\} \frac{\bar{y}_2 + \alpha_i^f + \alpha_j^k + \beta_f^g + \gamma_{f,i}^g + \beta_m^q}{\bar{y}_i^A},$$

(16)

where $AA$ = auxiliary attribute; $AV$ = auxiliary variable; $PIC$ = partial information case.

**d) Estimator schema description**

$\bar{y}_2$ = Sample mean of the study variable at the second phase.

$\sigma_{1,i}^k = \sum_{i=1}^{k} \alpha_i (\bar{x}_i - \bar{x}_{(1)i})$: This is full information case with first phase sample size available.

$\beta_{2,j}^k = \sum_{j=k+1}^{q} \beta_j (\bar{x}_j - \bar{x}_{(2)j})$: This is full information case with second phase sample data available. Note that $j$ starts at the end of the value of the last counter. The last counter $i = 1$ to $k$, then $j = (k+1)$ to $q$.

$\sigma_i^k = \sum_{i=1}^{k} \alpha_i (\bar{x}_{(1)i} - \bar{x}_{(2)i})$: This is no information case.
3.2. Proposed mixture regression estimator in two-phase sampling for partial information case II (PIC-II)

If our interest is to estimate the population mean for a mixture regression estimator using multi-auxiliary variables and attributes in two-phase sampling when all the population information on the auxiliary variables are available but all the population information on the auxiliary attributes are not available, then we suggest the estimator:

\[
t_{20}^* = \left\{ \bar{y}_2 + \sum_{i=1}^{k} \alpha_i (\bar{x}_{(1) i} - \bar{x}_{(2) i}) + \sum_{i=1}^{k} \sigma_i (\bar{x}_i - \bar{x}_{(1) i}) + \sum_{j=k+1}^{g} \beta_j (p_{(1) j} - p_{(2) j}) \right. \\
+ \left. \sum_{j=k+1}^{g} \gamma_j (p_{j} - p_{(1) j}) + \sum_{m=g+1}^{q} \beta_m (p_{(1) m} - p_{(2) m}) \right\}, \tag{17}
\]

The schema for estimator \( t_{20}^* \) is presented as:

\[
t_{20}^* = \left[ \begin{array}{c}
\bar{y}_2 \\
\sum_{i=1}^{k} \alpha_i \\
\sum_{i=1}^{k} \sigma_i \\
\sum_{j=k+1}^{g} \beta_j \\
\sum_{j=k+1}^{g} \gamma_j \\
\sum_{m=g+1}^{q} \beta_m \\
\end{array} \right] \left[ \begin{array}{c}
\bar{x}_{(1) i} - \bar{x}_{(2) i} \\
(\bar{x}_{1,i} - \bar{x}_{(1) i}) \\
(\bar{x}_{2,i} - \bar{x}_{(1) i}) \\
(\bar{x}_{1,j} - \bar{x}_{(2) j}) \\
(\bar{x}_{2,j} - \bar{x}_{(2) j}) \\
(\bar{x}_{1,m} - \bar{x}_{(2) m}) \\
\end{array} \right] \tag{18}
\]

where \( AA \) = auxiliary attribute; \( AV \) = auxiliary variable; \( PIC \) = partial information case; \( FIC \) = full information case.

Applying the Equations (2) and (5) to Equation (17) yields

\[
MSE(t_{20}^*) = E_1 E_{2/1} \left[ \bar{y}_2 + \sum_{i=1}^{k} \alpha_i (\bar{x}_{(1) i} - \bar{x}_{(2) i}) \\
- \sum_{i=1}^{k} \sigma_i \bar{x}_{(1) i} + \sum_{j=k+1}^{g} \beta_j (\bar{x}_{(1) j} - \bar{x}_{(2) j}) \\
- \sum_{j=k+1}^{g} \gamma_j \bar{x}_{(1) j} + \sum_{m=g+1}^{q} \beta_m (\bar{x}_{(1) m} - \bar{x}_{(2) m}) \right] \tag{19}
\]
To obtain the optimum values for $\alpha_i$, $\sigma_i$, $\beta_j$, $\gamma_j$, and $\beta_m$, we perform the partial derivative with respect to $\alpha_i$, $\sigma_i$, $\beta_j$, $\gamma_j$, and $\beta_m$ and equate it to zero, hence, solve for the parameters. The optimum equations of the parameters are:

$$
\alpha_i = \frac{\bar{Y}_i C_y (-1)^{i+1} |R_{yX_i}|_{yX_k}}{\bar{X}_i C_{X_i} |A_{X_k}^\gamma}, \quad \text{for } i = 1, 2, \ldots, k, \quad (20.1)
$$

$$
\beta_j = \frac{\bar{Y}_j C_y (-1)^{j+1} |R_{yX_j}|_{yX_k}}{P_j C_{X_j} |A_{X_k}^\gamma}, \quad \text{for } j = k+1, k+2, \ldots, g, \quad (20.2)
$$

$$
\beta_m = \frac{\bar{Y}_m C_y (-1)^{m+1} |R_{yX_m}|_{yX_k}}{P_m C_{X_m} |A_{X_k}^\gamma}, \quad \text{for } m = g+1, g+2, \ldots, q, \quad (20.3)
$$

$$
\sigma_i = \frac{\bar{Y}_i C_y (-1)^{i+1} |R_{yX_i}|_{yX_k}}{\bar{X}_i C_{X_i} |A_{X_k}^\gamma}, \quad \text{for } i = 1, 2, \ldots, k, \quad (20.4)
$$

$$
\gamma_j = \frac{\bar{Y}_j C_y (-1)^{j+1} |R_{yX_j}|_{yX_k}}{P_j C_{X_j} |A_{X_k}^\gamma}, \quad \text{for } j = k+1, k+2, \ldots, g. \quad (20.5)
$$

Applying expectation, hence, insert the optimum equations obtained for $\alpha_i$, $\sigma_i$, $\beta_j$, $\gamma_j$, and $\beta_m$

$$
MSE (\hat{\theta}_{OS}) = \bar{Y}^2 C_y \left[ \theta_2 \left( 1 - \rho_{y(X;\xi)}^2 \right) + \theta_1 \left( \rho_{y(X;\xi)}^2 - \rho_{y(X;\xi)}^{2*} \right) \right]. \quad (21)
$$
3.3. Proposed mixture regression estimator in two-phase sampling for partial information case III (PIC-III)

If our interest is to estimate the population mean for a mixture regression estimator using multi-auxiliary variables and attributes in two-phase sampling when all the population information on the auxiliary variables are not available but all the population information on the auxiliary attributes are available, then we suggest the estimator:

\[
t_{OS}^3 = \left\{ \bar{y}_2 + \sum_{i=1}^{t} \alpha_i (\bar{x}_{(1)i} - \bar{x}_{(2)i}) + \sum_{i=1}^{t} \sigma_i (\bar{x}_i - \bar{y}_1) + \sum_{j=t+1}^{k} \alpha_j (\bar{y}_{(1)j} - \bar{y}_{(2)j}) \\
+ \sum_{f=k+1}^{q} \beta_f (p_{(1)f} - p_{(2)f}) + \sum_{f=k+1}^{q} \gamma_f (p_f - p_{(1)f}) \right\}.
\]

(22)

The schema for estimator \( t_{OS}^3 \) is presented as:

\[
t_{OS}^3 = \left\{ \frac{\text{Regression (PIC-II)}}{\text{AV (PIC)} - \text{AA (FIC)}} \right\},
\]

(23)

where AA = auxiliary attribute; AV = auxiliary variable; PIC = partial information case; FIC = full information case.

Applying the Equations (2) and (5) to Equation (22) gives

\[
MSE(t_{OS}^3) = E_1E_{2/1} \left[ \bar{y}_2 + \sum_{i=1}^{t} \alpha_i (\bar{x}_{(1)i} - \bar{x}_{(2)i}) \\
- \sum_{i=1}^{t} \sigma_i \bar{x}_{(1)i} + \sum_{j=t+1}^{k} \alpha_j (\bar{x}_{(1)j} - \bar{x}_{(2)j}) \\
+ \sum_{f=k+1}^{q} \beta_f (\bar{y}_{(1)f} - \bar{y}_{(2)f}) - \sum_{f=k+1}^{q} \gamma_f \bar{y}_{(1)f} \right]^2.
\]

(24)
To obtain the optimum values for $\alpha_i$, $\sigma_i$, $\alpha_j$, $\beta_f$, and $\gamma_f$, we perform the partial derivative with respect to $\alpha_i$, $\sigma_i$, $\alpha_j$, $\beta_f$, and $\gamma_f$ and equate it to zero. The optimum equations for the parameters are:

\[
\alpha_i = \frac{\bar{Y}C_y (-1)^{i+1} |R_{yx_i}|_{y^x_i}}{\bar{X}_i C_{X_i} |R_{x_i}|_{x^y_i}}, \quad \text{for } i = 1, 2, \ldots, t, \tag{25.1}
\]

\[
\alpha_j = \frac{\bar{Y}C_y (-1)^{j+1} |R_{yx_j}|_{y^x_j}}{\bar{X}_j C_{X_j} |R_{x_j}|_{x^y_j}}, \quad \text{for } j = t+1, t+2, \ldots, k, \tag{25.2}
\]

\[
\beta_f = \frac{\bar{Y}C_y (-1)^{f+1} |R_{yx_f}|_{y^x_f}}{P_f C_{y_f} |R_{y_f}|_{x^y_f}}, \quad \text{for } f = k+1, k+2, \ldots, q, \tag{25.3}
\]

\[
\sigma_i = \frac{\bar{Y}C_y (-1)^{i+1} |R_{yx_i}|_{y^x_i}}{\bar{X}_i C_{X_i} |R_{x_i}|_{x^y_i}}, \quad \text{for } i = 1, 2, \ldots, t, \tag{25.4}
\]

\[
\gamma_f = \frac{\bar{Y}C_y (-1)^{f+1} |R_{yx_f}|_{y^x_f}}{P_f C_{y_f} |R_{y_f}|_{x^y_f}}, \quad \text{for } f = k+1, k+2, \ldots, q. \tag{25.5}
\]

Simplify Equation (24), and insert the optimum equations obtained for $\alpha_i$, $\sigma_i$, $\alpha_j$, $\beta_f$, and $\gamma_f$

\[
MSE (t_{\hat{O}S}) = \bar{Y}^2 C_y^2 \left\{ \theta_2 \left( 1 - \rho^2_{y,(\bar{x},\bar{z})q} \right) + \theta_1 \left( \rho^2_{y,(\bar{x},\bar{z})q} - \rho^2_{y,\bar{z},q} \right) \right\}. \tag{26}
\]
4. Results and Discussion

4.1. Theoretical comparison of the estimators in PIC: case-I, case-II and case-III

4.1.1. Comparison of PIC-I and PIC-II

\[ \text{MSE}(t_{MR(3.1)}) - \text{MSE}(t_{OS}^2), \]

\[ \theta_2 \rho_{Y,X_2}^2 - \theta_1 \rho_{Y,X_1}^2 > 0. \]  

Equation (28) remains to be true since \((\theta_2 > \theta_1)\), and \(0 \leq \rho_{Y,X_i}^2 \leq 1 \) and \(0 \leq \rho_{Y,X_k}^2 \leq 1\), though \(\rho_{Y,X_k}^2 > \rho_{Y,X_i}^2\) is expected because \(t\) auxiliary variables is a subset of \(k\) auxiliary variables, hence, justifying for the inclusion of new auxiliary variables. Empirical analysis based on simulated data in Table 1 confirms the validity of Equation (28). This implies that \(\text{MSE}(t_{MR(3.1)}) > \text{MSE}(t_{OS}^2)\). Hence, our proposed estimator, \(t_{OS}^2\), is efficient over \(t_{MR(3.1)}\) estimator.
### Table 1. Empirical comparison of PIC-I and PIC-II

<table>
<thead>
<tr>
<th>SN</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$\theta_1 = \frac{1}{n_1}$</th>
<th>$\theta_2 = \frac{1}{n_2}$</th>
<th>$\rho^2_{y_1,x_t}$</th>
<th>$\rho^2_{y_2,x_k}$</th>
<th>$\theta_2 \rho^2_{y_j,x_k} - \theta_1 \rho^2_{y_j,x_k}$</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10000</td>
<td>2000</td>
<td>0.00010</td>
<td>0.00050</td>
<td>0.5099</td>
<td>0.5604</td>
<td>0.000199</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>2</td>
<td>5000</td>
<td>1000</td>
<td>0.00020</td>
<td>0.00100</td>
<td>0.5021</td>
<td>0.6870</td>
<td>0.000365</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>400</td>
<td>0.00050</td>
<td>0.00250</td>
<td>0.7666</td>
<td>0.8678</td>
<td>0.001483</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>200</td>
<td>0.00100</td>
<td>0.00500</td>
<td>0.5233</td>
<td>0.5610</td>
<td>0.002056</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>160</td>
<td>0.00125</td>
<td>0.00625</td>
<td>0.5179</td>
<td>0.5886</td>
<td>0.002501</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>6</td>
<td>450</td>
<td>90</td>
<td>0.00222</td>
<td>0.01111</td>
<td>0.6088</td>
<td>0.6333</td>
<td>0.005357</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
<td>80</td>
<td>0.00250</td>
<td>0.01250</td>
<td>0.6981</td>
<td>0.7980</td>
<td>0.006707</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>8</td>
<td>350</td>
<td>70</td>
<td>0.00286</td>
<td>0.01429</td>
<td>0.5328</td>
<td>0.6512</td>
<td>0.005751</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>9</td>
<td>300</td>
<td>60</td>
<td>0.00333</td>
<td>0.01667</td>
<td>0.5327</td>
<td>0.6581</td>
<td>0.006684</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
<tr>
<td>10</td>
<td>250</td>
<td>50</td>
<td>0.00400</td>
<td>0.02000</td>
<td>0.5198</td>
<td>0.5581</td>
<td>0.008165</td>
<td>$MSE(t_{MR(3.1)}) &gt; MSE(t_{OS}^2)$</td>
</tr>
</tbody>
</table>
4.1.2. Comparison of PIC-I and PIC-III

\[ \text{MSE}(\hat{t}_{MR(3,1)}) - \text{MSE}(\hat{t}_{OS}^3), \]  
\[ \theta_2 \rho_{y,q}^{2*} - \theta_4 \rho_{y,q}^{2*} > 0. \]

Equation (30) remains to be true since \( \theta_2 > \theta_1 \), and \( 0 \leq \rho_{y,q}^{2*} \leq 1 \) and \( 0 \leq \rho_{y,q}^{2*} \leq 1 \), though \( \left\{ \rho_{y,q}^{2*} > \rho_{y,q}^{2*} \right\} \) is expected because \( g \) auxiliary attributes is a subset of \( q \) auxiliary attributes, hence, justifying for the inclusion of new auxiliary attributes. Empirical analysis based on simulated data in Table 2 confirms the validity of Equation (30). This implies that \( \text{MSE}(\hat{t}_{MR(3,1)}) > \text{MSE}(\hat{t}_{OS}^3) \). Hence, our proposed estimator, \( \hat{t}_{OS}^3 \), is efficient over \( \hat{t}_{MR(3,1)} \) estimator.
### Table 2. Empirical comparison of PIC-I and PIC-III

<table>
<thead>
<tr>
<th>SN</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$\nu_1 = \frac{1}{n_1}$</th>
<th>$\nu_2 = \frac{1}{n_2}$</th>
<th>$\rho_{\gamma,3g}^2$</th>
<th>$\rho_{\gamma,3g}^{2*}$</th>
<th>$\theta_2 \rho_{\gamma,3g}^2 - \theta_1 \rho_{\gamma,5g}^{2*}$</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10000</td>
<td>2000</td>
<td>0.00010</td>
<td>0.00050</td>
<td>0.5178</td>
<td>0.6702</td>
<td>0.000192</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>2</td>
<td>5000</td>
<td>1000</td>
<td>0.00020</td>
<td>0.00100</td>
<td>0.5802</td>
<td>0.6900</td>
<td>0.000442</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>400</td>
<td>0.00050</td>
<td>0.00250</td>
<td>0.5635</td>
<td>0.5853</td>
<td>0.001116</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>200</td>
<td>0.00100</td>
<td>0.00500</td>
<td>0.5340</td>
<td>0.7131</td>
<td>0.001957</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>160</td>
<td>0.00125</td>
<td>0.00625</td>
<td>0.7413</td>
<td>0.7849</td>
<td>0.003652</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>6</td>
<td>450</td>
<td>90</td>
<td>0.00222</td>
<td>0.01111</td>
<td>0.5199</td>
<td>0.5474</td>
<td>0.004560</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
<td>80</td>
<td>0.00250</td>
<td>0.01250</td>
<td>0.6348</td>
<td>0.6653</td>
<td>0.006272</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>8</td>
<td>350</td>
<td>70</td>
<td>0.00286</td>
<td>0.01429</td>
<td>0.8534</td>
<td>0.8926</td>
<td>0.009641</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>9</td>
<td>300</td>
<td>60</td>
<td>0.00333</td>
<td>0.01667</td>
<td>0.6973</td>
<td>0.8472</td>
<td>0.008798</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
<tr>
<td>10</td>
<td>250</td>
<td>50</td>
<td>0.00400</td>
<td>0.02000</td>
<td>0.7018</td>
<td>0.7531</td>
<td>0.011023</td>
<td>$\text{MSE}(\text{MR}(3.1)) &gt; \text{MSE}(\nu_{OS})$</td>
</tr>
</tbody>
</table>
4.1.3. Comparison of PIC-II and PIC-III

\( t^3_{OS} \) would be efficient over \( t^3_{OS} \) if \( MSE(t^3_{OS}) - MSE(t^3_{OS}) \),

\[
\left( \theta_1 \rho^2_{y,z_k} - \theta_2 \rho^2_{y,z_l} \right) - \left( \theta_2 \rho^2_{y,z_l} - \theta_1 \rho^2_{y,z_k} \right),
\]

where \( \theta_2 > \theta_1 \), \( 0 \leq \rho^2_{y,z_k} \leq 1 \), \( 0 \leq \rho^2_{y,z_l} \leq 1 \), \( 0 \leq \rho^2_{y,z_l} \leq 1 \), and \( 0 \leq \rho^2_{y,z_k} \leq 1 \).

From Equation (32), it is expected that \( \rho^2_{y,z_k} > \rho^2_{y,z_l} \) and \( \rho^2_{y,z_l} > \rho^2_{y,z_k} \).

Consequently, it is expected that Equation (32) to be less than zero. If this holds then

\[
MSE(t^3_{OS}) < MSE(t^3_{OS}).
\]

This implies that estimator \( t^3_{OS} \) is efficient over \( t^3_{OS} \). Empirical analysis based on simulated data in Table 3 confirms Equation (33) to be true. Hence, PIC-II estimator is efficient over PIC-III estimator.
Table 3. Empirical comparison of PIC-II and PIC-III

<table>
<thead>
<tr>
<th>SN</th>
<th>n₁</th>
<th>n₂</th>
<th>θ₁ = 1/n₁</th>
<th>θ₂ = 1/n₂</th>
<th>ρ₂^{y-x₁}</th>
<th>ρ₂^{y-x₂}</th>
<th>ρ₂^{y-x₃}</th>
<th>ρ₂^{y-x₄}</th>
<th>\left(\theta₁ρ₂^{y-x₁} - \theta₂ρ₂^{y-x₂}\right) - \left(\theta₂ρ₂^{y-x₄} - \theta₁ρ₂^{y-x₃}\right)</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10000</td>
<td>2000</td>
<td>0.00010</td>
<td>0.00050</td>
<td>0.5072</td>
<td>0.5149</td>
<td>0.5382</td>
<td>0.5735</td>
<td>-0.000414</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>2</td>
<td>5000</td>
<td>1000</td>
<td>0.00020</td>
<td>0.00100</td>
<td>0.5276</td>
<td>0.5991</td>
<td>0.5554</td>
<td>0.6136</td>
<td>-0.000840</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>400</td>
<td>0.00050</td>
<td>0.00250</td>
<td>0.5315</td>
<td>0.5991</td>
<td>0.8325</td>
<td>0.8936</td>
<td>-0.002664</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>200</td>
<td>0.00100</td>
<td>0.00500</td>
<td>0.5031</td>
<td>0.5673</td>
<td>0.5599</td>
<td>0.6038</td>
<td>-0.004144</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>160</td>
<td>0.00125</td>
<td>0.00625</td>
<td>0.8654</td>
<td>0.8742</td>
<td>0.5004</td>
<td>0.6476</td>
<td>-0.006634</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>6</td>
<td>450</td>
<td>90</td>
<td>0.00222</td>
<td>0.01111</td>
<td>0.5856</td>
<td>0.7884</td>
<td>0.5066</td>
<td>0.5375</td>
<td>-0.009189</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
<td>80</td>
<td>0.00250</td>
<td>0.01250</td>
<td>0.5178</td>
<td>0.5530</td>
<td>0.5182</td>
<td>0.7518</td>
<td>-0.009688</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>8</td>
<td>350</td>
<td>70</td>
<td>0.00286</td>
<td>0.01429</td>
<td>0.7008</td>
<td>0.7941</td>
<td>0.5659</td>
<td>0.8885</td>
<td>-0.013288</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>9</td>
<td>300</td>
<td>60</td>
<td>0.00333</td>
<td>0.01667</td>
<td>0.5378</td>
<td>0.5411</td>
<td>0.5182</td>
<td>0.5736</td>
<td>-0.013884</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
<tr>
<td>10</td>
<td>250</td>
<td>50</td>
<td>0.00400</td>
<td>0.02000</td>
<td>0.6609</td>
<td>0.8308</td>
<td>0.5392</td>
<td>0.5504</td>
<td>-0.018479</td>
<td>(t_{OS}^2) is efficient</td>
</tr>
</tbody>
</table>
5. Conclusion

Our two proposed partial information cases (PIC-II and PIC-III) estimators gain improved efficiency over the partial information case I (PIC-I) as established by Kung’u et al. [7]. However, PIC-II is efficient over PIC-III. This means that, it is better to have an PIC estimator with combination of FIC of auxiliary variables and PIC of auxiliary attributes as against PIC estimator with combination of PIC of auxiliary variables combined with FIC of auxiliary attributes.
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